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1

Introduction

Driven by Data

What counts as knowledge in the age of big data and smart machines?
We—we as that fiction of a collective public, we as individuals cut 

to ever finer pieces with each measurement—are becoming, like it or 
not, “data-driven.” Externally, smart machines and algorithmic predic-
tion take the wheel, knitting together an expansive landscape of facts 
against which individuals are identified and judged. Internally, human 
drives—which, Deleuze understood, are not merely internal psycho-
phenomena but themselves social structures1—are measured and mod-
ulated through ubiquitous sensors. The rapid expansion of technologies 
of datafication is transforming what counts as known, probable, certain, 
and in the process, rewriting the conditions of social existence for the 
human subject.

The data-driven society is being built on the familiar modern prom-
ise of better knowledge: data, raw data, handled by impartial machines, 
will reveal the secret correlations that govern our bodies and the social 
world. But what happens when the data isn’t enough and the technology 
isn’t sufficient? The limits of data-driven knowledge lie not at the bleed-
ing edge of technoscience but among partially deployed systems, the 
unintended consequences of algorithms, and the human discretion and 
labor that greases the wheels of even the smartest machine. These practi-
cal limits provoke an array of speculative practices, putting uncertain-
ties to work in the name of technological objectivity. Weak indicators of 
human behavior and other fragmentary, error-prone data are repack-
aged into probabilistic “insights,” whose often black-boxed deployment 
now constitutes a global industry. Futuristic imaginaries of posthuman 
augmentation and absolute predictivity endow today’s imperfect ma-
chines with a sense of legitimacy. In the process, technologies of datafi-
cation are reshaping what counts as knowledge in their own image. From 
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2  |  Introduction

self-surveillance to counterterrorism intelligence, the business of data-
fication hinges on redefining what kinds of data in whose hands should 
determine the truth of who I am or what is good for me.

The moral and political question, then, is not simply whether datafi-
cation delivers better knowledge but how it transforms what counts in 
our society: what counts for one’s guilt and innocence, as grounds for 
suspicion and surveillance, as standards for health and happiness. Data-
fication thus reprises the enduring dilemma around the modern ideal of 
the good liberal subject: individuals who think and know for themselves, 
their exercise of reason founded on free access to information and the 
possibility of processing it fairly. New technologies for automated sur-
veillance and prediction neither simply augment human reason nor 
replace it with its machinic counterpart. Rather, they affect the underly-
ing conditions for producing, validating, and accessing knowledge and 
modifying the rules of the game of how we know and what we can be 
expected to know. The promise of better knowledge through data de-
pends on a crucial asymmetry: technological systems become increas-
ingly too massive and too opaque for human scrutiny, even as the liberal 
subject is asked to become increasingly legible to machines for capture 
and calculation.

The Duality of Fabrications

These dilemmas show that when big data and smart machines produce 
new predictions, new insights, what they are creating are fabrications: 
a process by which approximations are solidified into working cer-
tainty, guesswork is endowed with authority, and specific databases and 
algorithms—and all the biases and heuristics they embody—are invested 
with a credibility that often outstrips their present achievements. To call 
these activities fabrications does not mean that datafication is merely a 
con of epic proportions. The word originates from fabricare, to manufac-
ture with care and skill; a manufacturing that every kind of knowledge 
system, from science to religion, undertakes in its own way. To analyze 
datafication in this way is to understand how data is seizing and affirm-
ing its position as truth-maker today.

Often, such fabrications involve highly accurate and sophisticated 
measurements that tend to perform best within tightly prescribed pa-
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rameters. At the same time, their application to real-world problems 
often relies on arbitrary classifications, messy data, and other concealed 
uncertainties. Exercise trackers combine advancements in miniaturized 
sensors with rough heuristics, such as ten thousand steps per day—a 
figure originally invented by mid-twentieth century Japanese market-
ers to sell pedometers—to produce their recommendations. Large-scale 
systems, such as electronic surveillance systems for counterterrorism 
purposes, embed layers of human labor and decision-making into a pro-
cess that is ultimately black-boxed to the ordinary citizen. The connec-
tions between data, machines and “better knowledge” remain obscure 
for most of us, most of the time. In many concrete cases, the claim to 
better, more objective knowledge through data also depends on shifting 
expectations around what looks and sounds like reliable truth.

Fabrications are therefore ambiguous and unstable things. Imperfect 
algorithms, messy data, and unprovable predictions are constantly inter-
sected with aspirational visions, human judgment, and a liberal dose of 
black-boxing. Importantly, such a duality is normal to the work of data-
fication: a feature, not a bug. Accordingly, the solution is not as simple 
as a bug report that sorts out the good kinds of data-driven knowledge 
from the bad. Such clean and neat distinctions are not always possible 
and risk supporting the technocentric imagination that a few rounds 
of bug-fixing would allow the data to truly provide better knowledge 
anywhere and everywhere. Instead, this book traces underlying patterns 
in how such claims are made—an approach that has been crafted across 
areas such as sociology of knowledge, history of science and technology, 
and critical data studies.2 The manufacturers and distributors of data-
driven fabrication do not simply “cheat” truth. Rather, they are playing 
the game of making certain kinds of truth count. What emerges is not 
so much a whole new regime of knowledge but new opportunities for 
extending, distorting, and modifying long-standing tendencies for how 
we use numbers and machines to make sense of our worlds.

This approach also situates the technologies of our time in the long 
history of data, quantification, and social sorting. As buzzwords of the 
day, big data or smart machines have a short and specific life span (even 
if they, like artificial intelligence, often end up being recycled). But 
the underlying shift in what counts as knowledge often outlasts those 
moments in the spotlight. Joseph Weizenbaum, a pioneer of AI, had 
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4  |  Introduction

identified this dynamic in an earlier generation of computing technol-
ogies: that far before and far in excess of computers being shaped to 
serve humans, humans are asked to become more compatible with the 
machines themselves.3 From the human body pressed into mechani-
cal action in the Fordist factory, as immortalized in Charlie Chaplin’s 
Modern Times, or the twenty-first-century population of “ghost work-
ers”4 performing invisible, low-paid labor to support AI systems, the 
sublime spectacle of computing power constantly relies on a scaffold-
ing of machine-compatible humans. From an epistemological stand-
point, the fabrications captured in this book also echo the social life of 
earlier technologies for datafying bodies and lives, where the gradual 
normalization of modern attitudes toward numbers and statistics, then 
machine-driven databases, as objective fact was often achieved for and 
through specific political exigencies of the day.5

Similarly, today’s fabrications are thoroughly imperfect and inescap-
ably political. Insofar as the data-driven society is built on the bullish 
promise of a world run more rationally and objectively, this optimism 
feeds off contemporary anxieties about the seemingly growing uncer-
tainties of modern life. There is the global diffusion of micro-threats 
in the “war on terror,” emblematized by the almost random possibility 
of a “lone wolf ” attack, or the heightened pressure for citizens to opti-
mize their everyday life routines to survive the neoliberal market. Yet 
even as uncertainty functions as the bogeyman Other to the seductive 
promises of datafication, such knowledge is often achieved precisely by 
putting uncertainties to work. In the gaps between the fantastic prom-
ises of technology and its imperfect applications, between the reams 
of machine-churned knowledge and the human (in)ability to grasp 
it, grows a host of emergent, speculative practices that depend on the 
twisted symbiosis of knowledge and uncertainty.

Out There, In Here

This book examines two sites where datafication is turning bodies into 
facts: shaping human life, desire, and affect into calculable and predict-
able forms and, in doing so, changing what counts as the truth about 
those bodies in the first place. The first is the Snowden affair and the 
public controversy around the American government’s electronic 
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“dragnet”6 surveillance technologies, built to quietly collect phone, 
email, and other electronic communications data at an unprecedented 
scale. The second is the rise of miniature, automated tracking devices for 
the monitoring of everyday life, from exercise levels to emotional status, 
and the subsequent analysis of that data for personalized “insights.” Sur-
veillance by the state, surveillance by oneself—these practices reflect the 
expanding reach of big data’s rationality across established boundaries of 
the public and the private, the political and the personal.

On December 1, 2012, one “Cincinnatus”—namesake of that mythi-
cal Roman embodiment of civic virtue—contacted journalist Glenn 
Greenwald to request an encrypted conversation. He received no reply. 
Six months later, Cincinnatus was revealed to be Edward Snowden, for-
merly a subcontractor for the National Security Agency, now a fugitive 
wanted by the United States. Having eventually succeeded in reaching 
Greenwald, he enlisted the journalist’s help in leaking a massive cache 
of classified information, revealing a sprawling range of high-tech sur-
veillance programs wielded by the US and other Western governments.

Somewhere on the way, a philosophical question had emerged: What 
can the public know, and what is made the public’s duty to know? The 
programs Snowden publicized entailed the collection of personal com-
munications data in enormous quantities through methods designed to 
remain totally imperceptible to the population subject to it. This data 
would be harnessed toward predictive calculations whose efficacy often 
cannot be publicly (and, sometimes, even privately) proved. As the 
leaks fanned an international controversy starring lawsuits and policy 
debates, award-winning documentaries, and presidential speeches, the 
public was caught in uncertainty. One letter to The New York Times read: 
“What kind of opinion can a citizen have of his government when his 
government is unknown to him, or, worse, is unknown to itself? After 
9/11, we found ourselves in a state of war with faceless terrorists . . . but 
those we have empowered to protect us use methods that we cannot see, 
taste or smell.”7 Popular book titles spoke of shadow governments, drag-
net nations, and no place to hide.8 Such metaphors spoke to a deep sense 
of asymmetry: How can ordinary human subjects know the world “out 
there,” a world governed by increasingly vast and complex technological 
systems, a world that seems to begin where our personal experiences 
and lived worlds fall away?
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As America and the world grappled with the implications of 
Snowden’s leaks, similar dilemmas around knowledge and uncertainty 
were playing out through a very different set of fantasies around prog-
ress and empowerment. In September 2011, Ariel Garten took to the 
stage for a TED Talk—a series famous for providing slick, punchy briefs 
about the pressing problems of the day, and, more often than not, opti-
mism that they can be overcome through technological and social in-
novations. Garten was well suited for such a stage. Juggling a life as a 
fashion designer, psychotherapist, artist, neuroscience researcher, and 
entrepreneur, she could present a figure of someone riding the waves 
of the newest technologies, someone standing at the threshold of the 
near future. Garten enthused about a wearable brainwave sensor on her 
forehead—an electroencephalography device that would soon go on sale 
by the name of “Muse.” It will tell us how focused or relaxed we are, she 
said, revealing aspects of ourselves that had previously been “invisible”:9

My goal, quite simply, is to help people become more in tune with them-
selves. I take it from this little dictum, “Know thyself.” . . . I’m here today 
to share a new way that we’re working with technology to this end to 
get familiar with our inner self like never before—humanising technology 
[emphasis mine] and furthering that age-old quest of ours to more fully 
know the self.

As the American government invested massive sums into data-driven, 
predictive surveillance systems, its tech enthusiasts and entrepreneurs 
were using similar techniques to pursue an individualistic and posthu-
man vision: the human subject—ever a blind amnesiac, fumbling its way 
through the maze that is its own body and mind—would be accompa-
nied by machines that would correct its memories and reject its excuses. 
Technologies of self-surveillance, overlapping across categories such as 
biohacking and lifelogging, use miniaturized smart machines to enable 
highly persistent and automated processing of human life into data-
driven predictions. From the predictable, such as measures of exercise 
and sleep, to the bizarre, such as sex statistics (thrusts per minute), 
self-surveillance promises to bring home the benefits of datafication, 
enabling a more objective basis for knowing and improving the self.
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The transformation of the everyday into a persistent backdrop of 
measurements and nudges promises unprecedented knowledge for 
the human subject precisely by shifting accepted norms around what 
counts as better knowledge. At one level, these machines track indi-
viduals in ways inaccessible to the human subjects’ own cognition and 
experience—either by measuring phenomena beyond the capacity of 
the human senses, such as the electrical conductance in the skin, or by 
measuring at a frequency and granularity that people realistically can-
not keep up with. The problem of what we can and must know is thus 
brought back from “out there” to the “in here” of the individual body and 
life. What does it mean to “know myself ” if that knowing is achieved 
through mass-produced, autonomously operative devices? What kind 
of relationship to knowledge is produced when machines communicate 
ceaselessly with the body and with each other along channels that my 
conscious reflection cannot ever access? In many ways, the pursuit of 
the datafied self reenacts Weizenbaum’s dictum: the capture of bodies for 
predictive analytics encourages those bodies to behave in ways that are 
most compatible with the machines around them—and, by extension, 
the institutions behind those machines. The good liberal subject is thus 
rearticulated as tech-savvy early adopters (who are willing to accept the 
relations of datafication before their validity is proved) and as rational, 
data-driven decision makers (who learn to privilege machinic sensibility 
above human experience).

The book traces the public presentation of state and self-surveillance 
across multiple sites where the technologies and their associated fanta-
sies are proclaimed, doubted, justified, and contested. This includes the 
media coverage, leaked government files, lawsuits and Senate hearings 
around the Snowden affair (2013– ), as well as advertising and promo-
tional discourse, media coverage, and conversations with entrepre-
neurs and enthusiasts around the rise of self-surveillance technologies 
(2007– ).10 I also draw on observational fieldwork of the Quantified Self 
(QS), an international community of self-trackers that has played a key 
role in popularizing the technology from a niche geek endeavor to a 
market of millions of users. Despite clear differences in the specific con-
figuration of state and corporate interests, the interpellation of citizens 
and consumers, certain ways of thinking and dreaming about datafica-
tion recur across these contexts. Chapter 1 lays out the technological fan-

Hong_3p.indd   7 5/15/20   2:24 PM



8  |  Introduction

tasies that help justify, make sense of, and lend excitement to concrete 
systems of data-driven truth making. The promise of better knowledge 
is here broken down into a historically recurring faith in technoscientific 
objectivity, through which datafication promises a certain epistemic pu-
rity: a raw and untampered representation of empirical reality, on which 
basis human bodies and social problems might also be cleansed of com-
plexity and uncertainty. These fantasies serve as navigational devices for 
the rest of the book.

Chapters 2 and 3 examine the predicament of the public: the people 
who are supposed to know for themselves, to exercise their reason, in 
the face of data-driven surveillance. Focusing on the Snowden affair, I 
argue that technologies of datafication often provoke paranoid and oth-
erwise speculative forms of public knowledge and political participa-
tion. Ideal norms like transparent governments and informed, rational 
publics flounder when confronted by technological systems too large, 
too complex, and too opaque for human scrutiny. The Snowden files, 
and the electronic surveillance systems they describe, are thus recessive 
objects: things that promise to extend our knowledge but simultane-
ously manifest the contested and opaque nature of that knowledge. For 
both the American public and the intelligence agencies themselves, the 
surfeit of data provides not the clarity of predictive certainty but new 
pressures to judge and act in the face of uncertainty.

Chapter 4 then turns to self-surveillance and its promises of personal 
empowerment through the democratization of big data technologies. 
Paradoxically, this narrative of human empowerment is dependent on 
the privileging of machinic senses and automated analytics over individ-
ual experience, cognition, and affect. These new technologies for track-
ing and optimizing one’s daily life redistribute the agency of knowing 
in ways that create new labors and dependencies. The chapter further 
traces how the Quantified Self is scaling up to the Quantified Us. Sys-
tems of fabrication first created for individual self-knowledge are gradu-
ally integrated into the wider data market, opening up new avenues of 
commercialization and control.

Chapters 5 digs into concrete techniques of fabrication, namely, how 
uncertainties surrounding terrorism and its attendant data—emails, web 
browsing, phone calls—are crafted into data-driven insights. Beneath 
and between the supermassive streams of data and metadata, impro-
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vised heuristics of speculation, simulation, and deferral help produce 
actionable knowledge claims. These are furtive sites in which specific 
forms of speculation and estimation are forged into sufficiently true evi-
dence. Such techniques, so fragile and improvised when examined up 
close, ride the waves of broader technological fantasies around objectiv-
ity and progress. Chapter 6 shows how self-surveillance is presented as a 
historically inevitable step towards a vision of posthuman augmentation 
that I call “data-sense.” The imperfections and contradictions of techno-
logical factmaking are thus consolidated into a normative demand that 
human subjects know themselves through data and thereby learn to live 
and reason in ways that help advance its self-fulfilling prophecy of better 
knowledge.

The book thus examines a number of different junctures in the social 
life of technologies of datafication. Chapters 4 and 5 offer a closer look at 
the technological side of how personal data is produced and leveraged, 
and their implications for human judgment in concrete sites of decision-
making. Chapters 2 and 3 are more focused on how these technologies 
interact with existing political realities, challenging popular norms and 
expectations around rational publics and governments. Bookending 
these analyses are chapters 1 and 6, which attend to the underlying fan-
tasies about technology and society that shape these specific practices 
of speculation.

Taken together, these scenes of datafication demonstrate the duality of 
fabrication and how the pursuit of data idealizes—and undermines—the 
figure of the good liberal subject. Edward Snowden justified his whistle-
blowing of electronic surveillance programs with the argument that the 
American people must learn the truth about their own datafication. Yet 
how can the public fulfill its Enlightenment duty—sapere aude!—to have 
the courage to use one’s own understanding—when systems of datafica-
tion recede “out there,” beyond the horizon of individual experience and 
knowability? The Quantified Self community explicity cites history: the 
ancient Delphic maxim gnothi seauton, “to know thyself.” But that know-
ing involves brokering a very different relationship between the self that 
knows, the knowledge that is allegedly their “own,” and the machines 
that make it all possible. It is precisely such messy, speculative moments 
that matter for how standards of truth are being transformed. They are 
zones of transition, where new ways of proving and truth speaking are 
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accorded the status of “sufficient” certainty to meet highly practical exi-
gencies.11 It is worth remembering that big data’s “bigness” is not a mat-
ter of absolute thresholds but a relative one where qualities such as the 
volume and variety of the handled material exceed older bottlenecks 
and human limitations.12 Yet those fleshly bottlenecks had served a 
function: they had slowed things down long enough for the exercise of 
judgment, debate, and accountability. Those opportunities for human 
intervention are now being systematically disrupted and overwritten. 
Algorithms, especially because so many tend to be classified or proprie-
tary, themselves become sources of uncertainty because they introduce 
layers of mediation that become opaque to human scrutiny.13 Across 
state and self-surveillance, the pursuit of better knowledge constantly 
reframes the distribution of rights and responsibilities across the sub-
ject meant to know, the ever-growing panoply of machines surrounding 
that subject, and the commercial and governmental interests behind 
those machines.

Technological Defaults

The stakes of data-driven fabrications, of the changing standard of what 
counts as truth, cannot be confined to epistemology, but relate directly 
to questions of power and justice. This is a truism that bears repeating, 
for postwar technoscience as industry and vocation has accumulated 
an enduring myth of depoliticization. The idea that one merely pur-
sues objective truth, or just builds things that work, serves as a refuge 
from the messiness of social problems.14 The question of what counts as 
knowledge leads directly to questions of what counts as intent, as pros-
ecutable behavior, as evidence to surveil and to incarcerate? What kind 
of testimony is made to count over my own words and memories and 
experiences, to the point where my own smart machine might contest 
my alibi in a court of law? What constellation of smart machines, Sili-
con Valley developers, third-party advertisers, and other actors should 
determine the metrics that exhort the subject to be fitter, happier, and 
more productive?

Big data and smart machines push the bar toward a society in which 
individual human life, sensory experience, and the exercise of reason is 
increasingly considered unreliable. At the same time, what might other-
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wise look like flaky numbers, prejudiced estimates, or dubious correla-
tions are upgraded into the status of data-driven insights, black-boxed 
from public scrutiny and fast-tracked to deployment. This book argues 
that fantasies of machinic objectivity and pure data work to establish 
datafication as a technological default, where ubiquitous surveillance at 
both populational and personal scales are presented to the public as not 
only a new and attractive technology but also an inevitable future.

This default is a bottleneck for the imagination, for the ability to de-
vise and build consensus around the kinds of policies, ethical impera-
tives, social norms, and even technologies that might help us manage 
the consequences of datafication. The answer is not, however, to run in 
the other direction, to romanticize humanity before the internet. Such 
atavism reproduces the myth of a sovereign, independent subject, one 
which might be resuscitated simply by detoxing ourselves from techno-
logical influence. There is no returning to the mythical time of the good 
liberal subject, and the transparent disclosure of the ever-expanding 
webs of datafication will not in itself restore the capacity for rational 
self-determination. Instead, we should ask of data’s promise of better 
knowledge: What good does it really do to “know”? What other condi-
tions, beyond the often narrowly defined metrics of accuracy and effi-
ciency, are necessary to ensure that knowledge empowers the exercise of 
human reason? How can those conditions be protected as the process of 
knowing is increasingly overtaken by opaque systems of datafication? As 
I elaborate in the conclusion, asking these questions requires disrespect-
ing the stories that data tells about itself, to refuse its rationalization of 
what looks like objectivity or progress, and to hold technology account-
able to standards that are external to its own conditions of optimization. 
To refuse technology’s rules of the game is to refuse the steady entrench-
ment of a rationality where datafication and its knowledge claims are in-
creasingly neither by or for “us”—the human subject, the individual, the 
rational public—but pursues its own economic and technical priorities.

Ultimately, this book is a story of how datafication turns bodies 
into facts—a process that aspires to a pure and pristine objectivity 
but, in practice, creates its own gaps and asymmetries. The ambitious 
projects for state and self-surveillance reveal crucial gaps between the 
narrow reaches of human knowability and the vast amounts of data 
harvested by machines, between the public that is supposed to know 
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and the institutions and machines that are meant to know it in their 
stead, between the practical capabilities of data technologies and the 
wider fantasies that give them legitimacy. In each one, we find troubling 
asymmetries in how different bodies are treated to different kinds of 
factmaking. If data expands the vistas of human action and judgment, 
it also obscures them, leaving human subjects to work ever harder to 
remain legible and legitimate to the machines whose judgment they 
cannot understand. Caught in an expanding and consolidating data 
market, we cannot simply seek more and better knowledge but must 
rethink the basic virtues and assumptions embedded in that very 
word. What kind of good does knowing do? Or, rather, what must our 
knowledge look like that it may do good? And who are we, with what 
kinds of capabilities and responsibilities, with what role to play in a data-
driven society? As the truth of who we are and what is good for us is 
increasingly taken outside ourselves and human experience, the figure 
of the human subject—which, Foucault had warned, is a young and 
temporary thing15—is flickering uncertainly, unsure of the agency and 
moral responsibility we had worked so hard to attach to it.

Hong_3p.indd   12 5/15/20   2:24 PM



13

1

Honeymoon Objectivity

In 2014, a baby-faced, twenty-two-year-old entrepreneur named 
James Proud crowdfunded a sleep-tracking device that promised to 
automatically monitor sleep patterns, provide a numerical score, and 
make recommendations for sleep behavior. That such functions were 
already available did not escape Proud. Beddit, a sleep sensor that 
we will revisit in chapter 4, had been crowdfunded a year before and 
already released to its backers. In response, Proud chose to emphasize 
his device’s “simple, uncomplicated and useful” qualities; designed 
as a slick, minimalist off-white orb, it would merge invisibly into 
the everyday f low of attention and ref lection. “We believe technol-
ogy needs to disappear,” said Proud; “everything in [our device] is 
just designed to fade away.”1 It would carry an equally simple and 
no-brainer name: Sense.

In 2017, James Proud, now twenty-five, announced the end of 
Sense.2 Panned by some tech reviewers as a “fundamentally useless” 
object3 and a glorified alarm clock, the device never quite delivered 
the quiet transformation of everyday life that its creator aspired to. 
Fundamentally, it proved not very good at making sense of human 
sleep. Users reported that any deviation from the presumed sleep 
scenario—for instance, a pet snuggling up in bed—would throw the 
device off entirely. The chaos of everyday life rarely conformed to the 
expectations of the tracking machine, even as its selling point was that 
it would discover truths about us that we cannot perceive ourselves. 
As Proud’s team wound down operations, users began to report that 
their Senses were losing functionality. The orbs went mute and deaf to 
the data around them, a small monument to the unfulfilled promises 
of new technologies.

Technologies of datafication reconfigure what counts as truth and 
who—or what—has the right to produce it, and not simply through 
the success of indisputably superior machines or even their mundane 
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and ordinary operations in concrete practice. As relatively nascent 
technologies fast-tracked to the status of a global buzzword, the very 
idea of big data and smart machines—the spectacular keynotes and 
product launches, the anticipatory rhetoric, the science fiction, the 
projected future functions—operates as a social actor in its own right.

Proud’s story, after all, is a common one. The popularization of self-
surveillance technologies followed decades of anticipation (and disap-
pointment) about a future that was always advertised as just about to 
arrive—a “proximate future.”4 A computing magazine included “smart 
appliances” in a 2007 piece about the “biggest technology flops,” derid-
ing the “bubble” around smart appliances back at the turn of the cen-
tury. “The bubble burst, and we haven’t heard much about intelligent 
appliances since,” the article said.5 That very year, the Quantified Self 
(QS) community would emerge in Silicon Valley; by 2011, the Internet 
of Things was back on the forefront of the imagined future, featuring 
in the tech advisory firm Gartner’s influential “Hype Cycle for Emerg-
ing Technologies” report for the year.6 Yet this return to the spotlight of 
the imminent future was not necessarily built on clear and proven cases 
of better knowledge. The rapid growth of the self-surveillance indus-
try provoked public skepticism, academic research alleging negligible 
or backfiring effects,7 and even lawsuits challenging the basic accuracy 
of popular measuring devices (namely, Brian H. Robb v. Fitbit Inc., et 
al. 2016). The broader industry of smart machines was no better off; 
one internet-connected juice maker cost $400, but its proprietary juice 
packs turned out to be just as squeezable by hand. A smart lock auto-
matically updated over wireless connections and then locked users out 
of their homes; smart salt shakers promised voice-activated controls 
but were unable to grind salt. The proximate future was cobbled out 
of Eric Kluitenberg has called imaginary media:8 prototypes depicting 
impossible realities, products sold on the basis of never-quite-actualized 
functions, artists’ sketches, and bullish press conferences. Even as they 
malfunction and disappoint, they help drag impossible functions and 
nonexistent relations into the realm of the sayable and thinkable. Con-
sumers are asked to buy into the latest gadget in anticipation of its future 
ubiquity, to install software for its future functions, and to celebrate pro-
totypes for their glimpse of what, surely, must be just around the corner.
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Technologies of datafication seize the authority to speak truth not 
by achieving the improbable hype gathered around it but by lever-
aging those lofty goals to mobilize the public, siphon funding, and 
converge collective imagination. Technology thus operates not merely 
as tools and functions but also as a panoply of fantasies—about ma-
chines that know us better than we know ourselves, about predict-
ing the future with pinpoint accuracy, and about posthuman cyborgs 
and Big Brothers. To say “fantasy” does nothing to undermine the 
unique importance of material facts (as if fantasies could be sustained, 
or even generated in the first place, without the affordances of con-
crete things!). But it does mean tracing the ways in which data-driven 
surveillance seized its claim to knowledge by mobilizing projections 
and estimations about technology and the future world that will ne-
cessitate those technologies. While tracking devices such as Proud’s 
were crafting an optimistic technofuture animated by consumerism, 
tugging on the broader imaginary of posthuman augmentation, state 
surveillance systems were warning of a future that must not happen, 
predictions of crime and terror that must be snuffed out through 
strategies of “zero tolerance.” Across both cases, fantasy takes half a 
step outside present reality not to escape from it but to all the more 
effectively guide it.9 Žižek once observed of the dystopian science-
fiction film Children of Men10 that

Hegel in his aesthetics says that a good portrayal looks more like the per-
son who is portrayed than the person itself. A good portrayal is more 
you than you are yourself. And I think this is what the film does with our 
reality.

The market projections, promotional rhetoric, bullish claims, and 
dystopian warnings surrounding datafication today are precisely the 
little doses of fiction used to make sense of these technologies and the 
knowledge they promise. Such beliefs are not reducible to “intellec-
tual mistakes” by naïve or ignorant subjects. This (mis)recognition of 
what technology does and could do, the benefit of the doubt and the 
doubtful benefits, is so often a crucial part of getting technoscience 
off the ground.11

Hong_3p.indd   15 5/15/20   2:24 PM



16  |  Honeymoon Objectivity

When New Technofantasies Are Old

Round about stood such as inspired terror, shouting: Here 
comes the New, it’s all new, salute the new, be new like us! 
And those who heard, heard nothing but their shouts, but 
those who saw, saw such as were not shouting.
—Bertolt Brecht, Parade of the Old New

Fantasy, in this collective, commercialized, politicized form, is never 
truly free-form. Datafication often falls lockstep with familiar narra-
tives around machines and rationality, tapping into that modern drive 
to order the world as a taxonomy of facts for a sense of legitimacy and 
plausibility. As Lauren Berlant shows, these familiar anchors help stitch 
together the contradictions and disappointments of technology, the gaps 
between knowledge and uncertainty, into a sense that “the world ‘add[s] 
up to something,’” even when that belief is constantly displaced and 
disappointed.12 The paradox throughout this book is that technologies 
of datafication rely so heavily on the imagined legacy of the Enlight-
enment, and its particular alliance of objectivity, human reason, and 
technological progress, even as its deployment threatens to destabilize 
the presumed link between information, human Reason and democratic 
freedoms. Since its emergence over the mid-nineteenth century, the 
thoroughly modern concept of technology has depicted a world whose 
every aspect stands ready to be flattened, standardized, and turned into 
problems that the ceaseless march of new inventions would render into 
objectively optimal states.13 The fabrications explored in this book lever-
age what we might call honeymoon objectivity: the recurring hope that 
with this generation of technological marvels, we shall establish a uni-
versal grounding for our knowledge, a bedrock of certainty, a genuine 
route to the raw objective layer of the world around us. By invoking this 
long quest, tracking technologies are able to draw together their own 
imperfections, uncooperative material conditions, incompatible and 
otherwise resistant humans into a seductive vision of better knowledge.

The objectivity invoked by data-driven surveillance constitutes no 
rigid dogma but a sedimented range of attitudes and affects embracing 
a distinctly modern way of thinking and feeling about knowledge. As 
extensively chronicled by Lorraine Daston and Peter Galison,14 older 
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renditions, such as the scholastic obiectivus/obiectiv, generally involved 
definitions starkly different from the modern. Even in Kant, objective 
validity meant general “forms of sensibility” that prepare experience, 
while the “subjective” referred to specific and concretely empirical sen-
sations. It is only during the nineteenth century that the now-familiar 
juxtaposition emerges: a neutral, “aperspectival” objectivity as the privi-
leged instrument toward truth and scientific inquiry and biased, unreli-
able subjectivity as its nemesis.15 By the later nineteenth century, Daston 
and Galison identify a dominance of “mechanical objectivity”: a regula-
tive ideal that called for the elimination of the human observer from the 
process of data visualization. The critical impulse for these conceptual-
izations was, of course, the advent of photographic technology, which 
provoked new theories and standards for what counts as visual truth 
and who (or what) might be best equipped to produce it. Photography 
– despite its own long history of manipulation and contested meanings – 
thus spurred new linkages between automation and objectivity, produc-
ing the ideal where “machines [would be] paragons of certain human 
virtues” precisely by ridding themselves of human subjectivity.16

The public presentation of data-driven surveillance leverages these 
older ideals of objectivity, and the cultural capital it had accumulated 
through traditions of scientific inquiry. In self-surveillance’s effort to 
map the microbiome or record every moment of sleep, we find a con-
ception of the body as an aggregation of correlations. Health, produc-
tivity, and happiness are broken down into a set of hidden but logical 
relationships that machines might read and catalogue—the same kind of 
correlations that might help predict the lone wolf terrorist, enabling an 
orderly distribution of risk and suspicion across the population. In this 
cultural imaginary, the world is an indefinite archive, and the machines 
of tomorrow, if not of today, will be up to the task of cataloguing it.

All this is not to say that the Enlightenment ever bequeathed a sin-
gular doctrine about technology and reason or that different practices 
of datafication share a totally coherent conception of a value such as ob-
jectivity. As Lorraine Daston herself noted, each historical rendition of 
objectivity expresses not some immutable quality rooted in natural law 
but a mélange of aspirational values that happen to occupy (or, at least, 
contest) a normative position at the time.17 Indeed, honeymoon objec-
tivity describes that recurring tendency to claim to make new advances 
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toward such an immutable quality, even as the kinds of data actually 
produced might diverge significantly from this vision. Technologies of 
datafication do not subscribe neatly to any single definition but cobble 
together different popular imaginations of what objectivity looks and 
feels like. The central proposition of mechanical objectivity—the prefer-
ence of nonhuman processes over subjective ones for the reliable pro-
duction of knowledge—is retained as a basic article of faith, but one that 
is routinely transgressed and compromised in practice. The messy and 
flexible ways in which the virtue of objectivity is “localized” onto self-
surveillance cultures reflects, above all, how broad and pliable the word 
has become. Like culture, objectivity exhibits a certain “strategic ambi-
guity.”18 Its many possible permutations allow a wide variety of inter-
pretations and attitudes to rally behind a common banner, where more 
fine-grained definitions might have splintered them. Thus, the fantasy 
endures to pass on its allure to another institution, another machine.

Pure Data

If the pursuit of objectivity, in all its strategic ambiguity, is the well-
advertised benchmark of data-driven surveillance, an equally crucial 
question is: What kind of regime of knowledge, what kind of social 
order, is it meant to deliver? This book argues that the many articula-
tions of data’s benefits, capacities, its factmaking powers, revolve around 
a mythologization of data as pure and purifying. This pattern emerges 
not so much in efforts toward the technical definition of data, but in the 
public discourse, where the very question of what data is—or, rather, 
what can data do—again involves a messy plurality of ideas and disposi-
tions. Data, fact, information, and knowledge are often conflated such 
that they are either seen to naturally follow on from each other, bolster-
ing a sense of legitimacy.19

Three years after the first Snowden leaks, BBC4 released a documen-
tary titled The Joy of Data. Its host, the mathematician Hannah Fry, 
boiled it down to a pyramid. From bottom to top, she explained, data 
is “anything that when analysed becomes information, which in turn is 
the raw material for knowledge—the only true path to wisdom.”20 Fry 
left unsaid what exactly knowledge and wisdom were, but the hierar-
chical relation was clear: the raw objective facts gathered through new 
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technologies would serve as the foundation for better knowledge. This 
DIKW pyramid—data, information, knowledge, wisdom, in ascending 
order—is a fixture in many computer science textbooks. Underpinning 
it is a world in which everything we can or need know is reducible to 
positivist facts, and by descending to this atomic layer, we will be able to 
recover objective data for any problem.21

In this articulation, data and knowledge are inseparable bedfellows. 
Data is the ubiquitous ingredient in the buoyant dreams of better 
knowledge, the object unto which the hopes and fears of technological 
and epistemic possibility are invested. In its most elementary form, 
it is described as raw data: data generated by the machine but yet to 
undergo “secondary” processes of statistical analysis, cleaning, visual-
ization, aggregation, and so on. It is data fresh out of the sensor, with 
no artificial additives. In this telling, raw data is seemingly anterior 
to analysis, classification, and attribution of meaning. The valoriza-
tion of raw data is intimately connected to self-surveillance’s vision of 
empowerment through objective knowledge. In 2015, one QSer sug-
gested raw data access as one of the three “freedoms of personal data 
rights”:22

Without raw data, we are captive to the “interface” to data that a data 
holder provides. Raw data is the “source code” underlying this experi-
ence. Access to raw data is fundamental to giving us the freedom to use 
our data in other ways.

Similar sentiments were expressed by a host of prominent commenta-
tors, including QS co-founder Gary Wolf.23 The widespread implication 
of raw data’s nonmediated nature translates into the fantasy of data as 
a purifying agent: a technology that will produce knowledge stripped 
clean of politics, of human bias, and of troublesome differences in opin-
ion and establish the clear and rational path forward. Yet, as numerous 
scholars have pointed out, the very idea of raw data is an oxymoron.24 
Data only becomes data through the human design of each algorithm, 
relational database, and deep learning system—although there are 
important differences in how much detail is determined by manual 
design and judgment and how much is left up to machine learning.25 
Data is no thing-in-itself that exists prior to observation but something 
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to be “achieved”26 through a concerted process of production that can 
never rid itself of human subjectivity and sensibility.

The dangerous consequence of this aspiration to purity is that the 
human, social, historical, and moral aspects of data’s fabrications are 
invisibilized—allowing familiar kinds of speculation and prejudice to 
reenter by the back door. Consider the effort to predict and intercept 
terrorists before they can cause harm. Chapter 5 examines known cases 
of sting operations where certain individuals—predominantly young, 
Muslim, of Arab descent, male—are marked out by state surveillance 
apparatuses for fabrication. Driven by a moral and political injunction 
to “zero tolerance,” in which even a single terrorist attack is an unac-
ceptable failure of prediction and control in the wake of the September 
11 attacks, counterterrorist operations do not simply wait for the data but 
actively work to produce the necessary proof. Thus, in the case of Sami 
Osmakac, FBI undercover agents supply the individual with money and 
the weapons and explosives to be purchased with that money, and coach 
him each step of the way until arrest can be justified. Meanwhile, the 
Snowden files reveal the surveillance programs themselves to be inevita-
bly human. Analysts from the National Security Agency (NSA) speak of 
“analysis paralysis” and the struggle to handle supermassive volumes of 
data, while placeholder entities, such as “Mohamed Badguy” and “Mo-
hammed Raghead,” for database-search interfaces reflect the all-too-
human, all-too-crude underside of sophisticated data-driven systems. 
Criticisms of datafication have often invoked labels such as data doubles 
and doppelgängers to warn against how individual self-expression is 
being replaced by alternative identities recomposed from data extrac-
tion.27 Alongside such “copies,” we also find a variegated ecosystem of 
speculative entities: the Osmakac that might have been, the Raghead in 
the database. Here, datafication provides no mathematical certainty but 
a range of possible outcomes and correlations to legitimize highly an-
ticipatory forms of surveillance, judgment, and incarceration. The desire 
for epistemic purity, of knowledge stripped of uncertainty and human 
guesswork, ends up with concrete practices that draw perilously close to 
the imaginations of purifying the nation and the body politic. Suspected 
terrorists, brown or white, religious fanatic or ethnonationalist, end up 
subject to very different forms of datafication even as the technology 
promises a neutral illumination of truth.
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The idea that raw data can access an orderly and calculable reality 
stripped of historical forces, social constructions, and political disputes 
translates into a converse fantasy: that the individual body will be puri-
fied of the elements that impair its health and productivity, and the body 
politic too will be secured as a transparent whole. Yet a central argument 
of this book is that such a fantasy of epistemic purity—of knowledge un-
tainted, of complete certainty—itself carries political and moral biases. 
The belief in raw and untainted data begets not only an excessive reli-
ance on algorithmic factmaking but also extends the older and deeper 
cultural desire for sorting the world into stable and discrete pieces. The 
recurring temptation: What if we could predict and eliminate every bad 
apple, every violent individual, and every criminal intent? What if we 
could maximize everything good about our bodies, expel all the toxins, 
cut off the bad friendships, and optimize every habit? Just as the pursuit 
of better knowledge through datafication entails a social shift in what 
counts as objectively true, the collective faith in the purity of data entails 
using the data to try to bypass important political and moral questions, 
to try to purify bodies through technological solutions.

The Groundless Ground

The mythologization of pure data puts into ironic relief the original 
Latin: data, meaning “that which is given.” Today, (raw, big) data’s privi-
leged position in objective inquiry and knowledge production seeks 
to normalize into the woodwork, becoming “something we would not 
want to deconstruct.”28 It has been called the “cathedral of computa-
tion,” or a faith in “computationalism”: the fantasy that data simply is 
and shall provide a reassuring grounding for everything else that trou-
ble us.29 This faith has immediate and practical rewards. If datafication 
promises objectivity, impartiality, and predictivity, all these epistemic 
characteristics add up to a valuable sense of stability. On one hand, spe-
cific processes of data-driven analytics work within narrowly defined 
parameters where inputs may be standardized, modeled, and otherwise 
manipulated. In other words, the algorithm’s truth claim itself relies on 
a set of grounding assumptions about the world out there and its meth-
odological relation to data—assumptions that it agrees not to question 
to get the job done. At the level of data as a broader, popular imaginary, 
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telling here is the enduring popularity of a rather naïve extrapolation of 
Shannon’s law of information: the idea that we can progressively elimi-
nate uncertainty in all situations through the addition of information 
(which are themselves certain), each of which would reduce uncertainty 
in varying amounts. Both as a technical procedure and as a social imagi-
nary, datafication thus consists not simply of truth claims but also the 
normalization of a new kind of grounding for knowledge claims.

This grounding, this social basis of felt certainty, was precisely the 
subject of Wittgenstein’s final, incomplete work. In it, he asks, “What 
is entailed in the simple phrase, ‘I know’?” There is a curious masking 
function: the act of saying “I know this is a tree,” for instance, does not 
establish any comprehensive or objectively certain proof that I really do 
know. Yet we trust such claims on a regular basis, tacitly agreeing not to 
question them too far; after all, only philosophers bother to hold regular 
debates revisiting whether trees really exist. Our knowledge claims pro-
vide no indisputable foundation. The very act of saying “I know” seeks 
to “exempt certain propositions from doubt,” to agree to not to look too 
closely.30 This infrastructure of common sense is what Wittgenstein pro-
visionally labeled world-picture, Weltbild: models that allow us to cope 
with the world, to make certainty and judgment possible.31

Yet herein lies an unresolvable paradox at the heart of claims to better 
knowledge: the groundlessness of the ground itself, or, the ways in which 
the demarcation of what “counts” as good knowledge is ultimately arbi-
trary. Wittgenstein comments that “at the foundation of well-founded 
belief lies belief that is not founded”32—precisely because to claim “I 
know” is an act that removes its contents from the game of proof and 
justification. This arbitrariness is well exposed by young children not 
yet versed in the unspoken boundaries of the language game: “But how 
do you know it is a tree?” “Well, it has branches, a trunk, some leaves.” 
“But how do you know those are branches?” “Well, if you look at an 
encyclopedia—” “But how do they know those are branches?” and so 
on until the frustrated adult snaps: “We just know, okay?” We might 
reasonably dispute whether such grounding is truly groundless or sim-
ply deferred and bracketed in sufficiently complex ways that it can be 
presumed in ordinary contexts. For our purposes, the two options have 
the same consequence. For ordinary subjects, navigating their everyday 
life, pressed to judge and form opinions about things increasingly be-
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yond their phenomenological horizon (such as a vast and secret govern-
ment surveillance system or bodily physiological processes beyond the 
human sensorium), there is a practical need to make or accept knowl-
edge claims, to not question their indefinite regress as the child does. 
Hence, Wittgenstein inverts the typical model of proof to say that when 
I say I know this is a tree, “it is anchored in all my questions and answers, 
so anchored that I cannot touch it.”33 To question that it is a tree, or to 
question how I can know any such thing, shakes too much of the edifice 
built above it that it typically becomes unreasonable to question it.

It is this ground that is being reconfigured when counterterrorism ef-
forts blur lines with sting operations or when self-surveillance technolo-
gies are promoted as superseding human memory, cognition, and other 
“natural” means of datafying the natural world and their own body.34 
The following chapters examine how specific and often-imperfect tech-
niques for prediction and analysis become valorized as objectively su-
perior knowledge. Meanwhile, a growing set of assumptions—about the 
nature of data, the value of human thought and machinic calculation, 
the knowability of the world out there and the human body as an in-
formation machine—become “set apart” and invisibilized, melding into 
the background of everyday experience and of public discourse on data-
driven knowledge. Across both state and self-surveillance, the material 
objects of datafication constantly seek to sink into the background of 
lived experience—mirroring the disappearance of data as a social con-
struction deep into the ground. The NSA’s data collection occurs not at 
the embodied sites of personal communications but through undersea 
fiberoptic cables, restricted-access data centers deep in the Utah desert, 
or buildings hidden in plain sight as a brutalist New York skyscraper.35 
Self-surveillance devices, at first thrust into the spotlight as delightful 
novelties, are increasingly seeking to recede into the realm of habit and 
unnoticed ubiquity—where their influence on individuals no longer 
needs to be justified through active and spectacular use. Datafication, in 
short, seeks to become our groundless ground.

The groundless ground constantly encourages those who live on it 
to forget how contingent it is. Pointing to the most basic elements in 
scientific and mathematical reasoning, Ian Hacking speaks of “styles of 
reasoning”: nothing even so complicated as a system of measurement 
or a law but something as elementary as, say, the “ordering of variety 
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by comparison and taxonomy.”36 Like the epistemic qualities Foucault 
charted in The Order of Things, these basic tendencies rarely come up 
for debate even as theories and ideologies are toppled. They change far 
more slowly and so provide stable grounding that allow us to perceive 
a fact as fact in the first place.37 In the data-driven society, such styles 
of reasoning govern how we relate a number (an algorithmically gener-
ated expression of reality) to the body’s sensory experience, to conscious 
human testimony, and to other sources of truth. It governs how bod-
ies are turned into facts: what kinds of bodies become eligible for what 
kind of datafication and how different bodies are treated to different 
kinds of factmaking processes. To identify the groundless ground as ul-
timately arbitrary and conventional is not to say that they are therefore 
illegitimate; such fabrication is, once again, a normal part of the social 
existence of things.38 What it does mean is that data’s claim to better 
knowledge is not a given, and neither are the forms of factmaking they 
bequeath on society. There are important political and moral choices to 
be made around what kinds of authorities should serve as the ground-
less ground and what kinds of data, machines, and predictions should 
count as looking and feeling like truth.

The Data Market

The epistemic fantasies of datafication matter—not when or if they 
deliver on all their promises but in the present, where the mobilization 
of collective belief in those fantasies transform what counts as truth and 
certainty. The patterns and tendencies specific to contemporary state 
and self-surveillance stem from two important tendencies in big data 
analytics: indifference and recombinability. Big data analytics are predi-
cated on the ceaseless production of data indifferent to its specific nature 
and without a rigid presumption of its utility—because this data will 
always remain open further exploratory analyses, recombining different 
datasets and analytical methods to discover unforeseen correlations.39 
This is indifference to causality in favor of correlation; indifference to 
“intelligence,” in the sense that the data is collected without the prior 
establishment of an interpretive context; and, as subsequent chapters 
show, indifference to the human experience of the world and that con-
text of everyday living. To be sure, indifference does not mean neutrality. 
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Even as many aspects of the analytical process become automated and 
left up to learning machines, the design of those learning processes and 
the initial identification of the kind of data to be gathered renders it an 
“interested,” if not deliberately biased, process.40

One such driving interest is precisely the manufacture of usable, 
justifiable certainty. Algorithms, as Louise Amoore puts it, “allo[w] 
the indeterminacies of data to become a means of learning and mak-
ing decisions.”41 Messy data, extracted from lived experience and social 
reality and reordered into machine-readable form and modeled into 
a comprehensible pattern, are leveraged to produce truth claims that 
are not simply true or false but are carefully packaged expressions of 
probability that harbor uncertainty by definition. These are deployed 
and sold as freely transportable systems for generating “insights” across 
different social problems. To begin with, technologies and products are 
often crafted for fairly specific purposes. But that very act of measuring 
often involves recombining whatever data that can be conveniently ac-
quired until a useful correlation (i.e., a profitable payload) is discovered, 
and it is also common that such data collection later leads to new and 
formerly unimagined kinds of predictions. Thus, the sex-tracking app 
Spreadsheets measures “thrusts per minute,” a largely pointless value for 
any human assessment of sexual intercourse but one that the movement 
sensors on a typical smartphone are well equipped to provide. Such sen-
sors, originally implemented for distinct features (such as the use of 
accelerometer and gyroscope data to allow portrait/landscape orienta-
tions on smartphone screens), create new affordances for the business 
of tracking. Big data analytics often has “no clearly defined endpoints 
or values,”42 precisely because its profitability hinges on the expectation 
that any given algorithm, any process of datafication, might potentially 
be exported as a standard procedure for an indefinite range of activities 
(and thus business opportunities).

State and self-surveillance, despite their many local differences, thus 
participate in a wider, cross-contextual data market. The seemingly tech-
nical tendencies of indifference and recombination work to encourage a 
particular set of political and economic realities. The optimism that any 
and every process can be improved through datafication constitutes a 
voracious impulse that reveals big data’s fundamental affinity with capi-
talism’s search for continual growth.43 The larger the userbase, the more 
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data to be extracted, which not only refines the primary analytics but 
also increases the possibility of recombining that data for new uses (or 
for selling them on to third-party buyers). Thus PredPol, the prominent 
predictive analytics system for law enforcement, borrows from exist-
ing earthquake modeling techniques.44 Palantir, a private data analytics 
company, was born out of funding from In-Q-Tel, the venture capital 
arm of the CIA, and then sold its products back to intelligence agen-
cies.45 It has subsequently begun to reach out to corporate clients, such 
as American Express and JPMorgan Chase, demonstrating the ease with 
which antiterrorist technologies and antiterrorist funding can be lever-
aged for civilian surveillance.46 Fitbit, one of the most popular tracking 
devices during the mid-2010s, is piloting partnerships with insurance 
companies,47 and a significant minority of products have been reported 
to share data with third parties,48 following exactly in the footsteps of 
social media platforms’ journey to profitability.

The data market advances what has been called “surveillance capi-
talism”: the work of making the world more compatible with data ex-
traction for recombinant value generation.49 This perspective situates 
what is promoted as a technological breakthrough in a longer histori-
cal cycle of capitalist “logics of accumulation,”50 including the postwar 
military-industrial complex.51 In effect, the data market constitutes an 
early twenty-first-century answer to capitalism’s search for new sources 
of surplus value. Here, new technological solutions are presented as (1) 
a universal optimizer, which is hoped to short-circuit existing relations 
of production and maximize the ratio at which labor power is converted 
into surplus value, and (2) itself a commodity, which may be hyped up 
for a new round of consumerist excitement.52 Surplus value is located 
not so much in the optimization of prices and goods sales but in the 
optimization of data extraction and refinement.53 The “profit” at the end 
of this process is sometimes obviously commercial, as in targeted adver-
tising and the direct selling of consumer goods. But the profits or uses 
of surveillance capitalism must also be counted in the biopolitical sense, 
wherein state securitization seeks to identify and manage the normal 
population or the individual consumer is enjoined to render themselves 
more attractive to algorithmic decision-making systems through tech-
niques of self-optimization. The constant traffic and recombination of 
data thus entail an ever-wider range of situations in which data may 
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substitute or override the claims of physical bodies, conscious subjects, 
and lived experience.

In commercialized spheres, such as self-surveillance (and even in 
state surveillance, where the drive to datafy produces opportunities 
for lucrative government contracts for private firms), the logic of ac-
cumulation is the engine that animates datafication’s promise of better 
knowledge. In this light, the ongoing demotion of human knowing in 
favor of machinic measurement and data-driven insight is not simply 
an intellectual argument but a variation of what David Harvey called 
“accumulation by dispossession”: the seizure of assets to release at ex-
tremely low costs, producing new opportunities for profit that predict-
ably benefit those with incumbent capital.54 The more devalued human 
intelligence, the better for selling artificial intelligence. With datafica-
tion, the deep somatic internality of the self—my desires, my intentions, 
my beliefs—are opened up for revaluation on terms distinctly favorable 
to new products and systems of datafication. Exhorting the virtues of 
self-surveillance requires downgrading the reliability of human memory 
and cognition, such that the smart machines—and the new industries of 
hardware sales as well as the subsequent recombination of that data—is 
seen as necessary to true self-knowledge.

These trends extend long-standing tendencies in the history of sur-
veillance, both digital and otherwise. After all, Foucauldian discipline 
was never about the sovereign execution of coercive power through 
surveillance; it was itself a highly distributed and participatory prac-
tice pegged to the promises of knowledge and productivity. To be sure, 
embedded in the very word surveillance—composed from the French 
sur (above) and veiller (to watch)—is a specific relation: domination 
from “above” through optics. But alongside that straightforward image 
of Big Brother is a history of surveillance as a technique for produc-
ing truth, affixing subjects to the identities and roles prescribed by that 
truth, and, ultimately, disciplining subjects into general dispositions and 
ways of seeing. To ponder whether we are “panoptic” or “synoptic” or 
“post-panoptic” is to miss the broader continuity of that liberal principle 
in which subjects participate in their own surveillance through the in-
ternalization of a certain way of seeing.55 The lesson shared across the 
panopticon, the ominous screens of 1984, the highly visible CCTV in-
stallations in London’s streets, is that what really matters is not (only) 
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the active relation of a watching subject and the watched one but the 
generalization of the condition of being under surveillance—a condition 
that corrals the human body and all it does into a standing-reserve of 
evidentiary material for interpretation, recombination, and classifica-
tion.56 From this vantage point, what is fundamental to surveillance is 
not the image of an Orwellian coercive control but a set of processes by 
which my truth becomes defined by those other than myself through 
a systematic and standardizing mode of organization. Surveillance, in 
this sense, is inseparable from the history of large-scale communication 
technologies and often develops in lockstep with the reach of the latter.

This book asks what kinds of politics, what kind of subjectivity, be-
comes afforded through the normalization of these technological fan-
tasies around objectivity and purity and through the cross-contextual 
expansion of the data market. In the data-driven society, “what counts 
as knowledge” so often ends up a question of what counts as my body, 
my truth, my eligibility for social services, my chances of being targeted 
for surveillance, my chances at a job . . . Even as the idea of big data 
bloomed into a ubiquitous buzzword, its ambiguous consequences con-
tinued to break out in accidents and scandals. Some were told through 
the popular annals of outrageous stories: the man who was fired by al-
gorithms,57 the African Americans categorized as gorillas by Google 
Images.58 Other controversies were more wide-ranging and enduring, 
such as the Snowden affair itself. It has been described as the “data wars”: 
the growing social conflict over how people’s algorithmic identities are 
determined and by whom.59 Like the culture wars, what is at stake is the 
distribution of labels and associations by which we can identify, sort, 
and make judgments on individuals.

The trouble is that even as big data and smart machines invoke the 
thoroughly modern and Enlightenment imagery of technological prog-
ress and societal reform, this generalization of indifferent and recom-
binant factmaking often serves to retrench politics and economics as 
usual. The mix of naïve liberal individualism and technocracy that fuels 
the visions of machine-optimized futures provides no fresh political 
vision for the distribution of resources or the organization of collec-
tives. There is only the conceit that with new technologies, we can finally 
achieve a fully automated luxury capitalism. Indeed, the very idea of 
“optimizing” reflects one of capitalism’s essential assumptions: that there 
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is always another world beyond this one to plunder, that there is no end 
to expansion, and that we shall not run out of resources, of new con-
quests, new sources of value.60 That capitalism, just like technology, just 
needs the next upgrade, the next invention, to really fulfill its pure vision 
of totally frictionless transactions and truly melt all that is solid into air. 
Dressed in the shining garb of technological novelty, datafication proves 
most of all the difficulty of proposing a coherent alternative to capitalism 
and the good liberal subject.61 The push for datafication thus extends 
and depends on enduring fantasies around liberal values, even as its im-
plementation often reprises old roadblocks and compromises. We now 
turn to one such impasse in the Snowden affair, where an unanswered 
question looms above all the debates around transparency and secrecy, 
surveillance and privacy: Can the public truly know for itself in the age 
of nonhuman technologies? If not, what kind of politics remains?
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The Indefinite Archive

I know I am being watched; Edward Snowden told me so—although I 
cannot experience it for myself. This strange disjuncture spells out the 
problem: What does it mean to “know” technological systems that grow 
ever larger and more complex and yet are concealed from the human 
subject?

In April 2015, Snowden—having sought asylum in Russia—agreed to 
an interview with the comedian–cum–talk show host John Oliver.1 Oli-
ver had brought a dose of realism for the young idealist: Do you think 
the American people now possess the knowledge you have given them? 
Do they even know who you are? His clip showed a series of passersby 
at Times Square: “I’ve never heard of Edward Snowden,” said one. “Well, 
he’s, um, he sold some information to people,” ventured another. The 
knowledge that Snowden had risked his life to impart seemed to have 
dispersed into the crowded streets—visible here and there but in piece-
meal and confused forms. Oliver offered consolation in textbook dead-
pan: “On the plus side, you might be able to go home, ’cos it seems like 
no one knows who the fuck you are or what the fuck you do.”

* * *

Timothy Morton writes that the Anthropocene presents humans with 
a proliferation of hyperobjects: things with such broad temporal and 
spatial reach that they exceed the phenomenological horizon of human 
subjects.2 Images of endless (but equally fast-disappearing) ice sheets, 
floating garbage islands in the ocean, or statistical projections of plan-
etary destruction, each evokes an uncanny sense of displacement: 
phenomena that seem to defy human scales of interpretation and yet 
demand that we reckon with them here and now. A variation of this 
question is posed by the Snowden affair. How can we “know about” 
technologies of datafication—the “we” being the amorphous yet endur-
ing ideal of the public? Through Snowden’s leaks, the public is called on 
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to know for itself, a duty that it has borne since the Enlightenment. Its 
slogan, Sapere aude, bestowed by none other than Immanuel Kant, calls 
for individuals to have the courage to use their own understanding—to 
think and know for themselves.3

Notably, Kant ended his text with the comment that such knowing 
achieves nothing less than “man, who is now more than a machine.”4 Al-
though he meant something a little different by that phrase, these words 
resonate with the tension between the good liberal subject and the data-
fied body. The discourse of big data presents the two as complementary. 
Yet the Snowden affair also raises the problem of human knowability 
in the age of data overproduction. Even as Snowden delivers essential 
information to the public, the technological systems in question increas-
ingly defy human comprehension, producing an unstable gap between 
what the public is expected to know to function as rational subjects and 
the limits of their phenomenological horizon. Genuine and rare as they 
are, Snowden’s documents also needed to be fabricated into the status 
of public knowledge. I argue that this process exposes underlying con-
tradictions between technologies of datafication and the liberal ideal of 
open and transparent information.

In the Snowden affair, these problems are expressed through sets 
of common binaries—secrecy and transparency, knowledge and 
ignorance—which are then regularly transgressed, diluted, and short-
circuited. This ambivalence is embodied by the Snowden files: the vo-
luminous cache of secret documents whose leakage sparked the affair. 
They serve as evidence but also as objects of mystery. They are credited 
with radical transparency but also generate speculation and uncertainty. 
They establish their status as irrefutable evidence by appealing to the 
aesthetics of quantification but also normalize a certain kind of para-
noia. The files constitute what I describe in the next chapter as “reces-
sive objects”: things that promise to extend our knowability but thereby 
publicize the very uncertainty that threatens those claims to knowledge. 
Recessive objects materialize the precarious and arbitrary nature of the 
groundless ground, showing how the very effort to mobilize technology 
for truth requires putting uncertainties to work.

To trace the public life of the Snowden files is to examine the ways 
in which the public is called on to “know about” hyperobjective tech-
nological systems. This chapter focuses on the Snowden files and the 
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problem of knowing about state surveillance technologies. It forms a 
duet with chapter 3, which considers how the public and the state seek to 
“know through” these technologies the dangerous world of twenty-first-
century terrorism. Together, they pose the question: How can the public 
know for itself the vast, expansive world out there—the world both of 
terrorism as unknown dangers and of surveillance itself as a pervasive 
technological system?

Data at Large

20 July, 2013. Journalists at The Guardian descended into their com-
pany basement, power drill and angle grinder in hand. Observed by 
two British state officials, they duly carried out the task at hand: the 
physical destruction of a laptop computer. The Apple MacBook Pro 
had contained top-secret files about American and British state surveil-
lance activities, leaked to the left-leaning paper by Edward Snowden. 
Although the material had already been studied and reported on glob-
ally, the state insisted on this act of symbolic dismemberment.5

It is fair to assume that everybody present understood how parochial 
a ritual they were performing. As the laptop expired under a cloud of 
dust and debris, the Snowden files had already circulated to a global 
network of journalists and activists, including The Guardian’s own of-
fices in the United States.6 Distributed through mundane USB drives to 
a smattering of journalists a month prior, some of the files had already 
become the biggest news stories of the year.7 Still, the ceremony was 
correct about one thing: the overriding importance of the files as mate-
rial evidence. They detailed activities such as the bulk collection of tele-
phone and email metadata from domestic populations at a massive scale 
and made available as searchable databases for human analysts. They 
spoke of vast subterranean operations under the noses of the American 
public, sometimes literally: one key pipeline involved the “tapping” of 
undersea data cables to harvest personal information on online activi-
ties. Over the next several months, journalists revealed that the National 
Security Agency (NSA) had spied on foreign diplomats and national 
leaders, that it had monitored players of online video games and even 
surveilled pornography consumption habits as blackmail fodder against 
“radicalizers.” In a debate where critics of surveillance had been peren-
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nially marginalized as paranoid rabble-rousers, the files were credited 
as being the “first concrete piece of evidence exposing dragnet domestic 
surveillance.”8 William Binney, a former NSA employee who had told 
the public much the same things Snowden did with much less impact, 
thought that the material documents made the difference: he regretted 
that he did not take any himself, the “hard evidence [that] would have 
been invaluable.”9

Yet the stream of revelations also provoked a great mystery: Just how 
many documents were there, how many secrets to be told? The exact size, 
scope, and location of the Snowden files captivated the American news 
media—as if getting it right would provide some handle on the knowl-
edge on offer.10 Not that anyone could figure out just how many docu-
ments even existed. Snowden himself never deigned to supply a number. 
In an interview with the German public broadcaster ARD, Glenn Gre-
enwald claimed that he possessed a “full set” of nine to ten thousand 
top-secret documents;11 a year later, he would appear on New Zealand 
television and speak of “hundreds of thousands” of documents.12 Mean-
while, the US government also tossed numbers into the air. A Defense 
Intelligence Agency report to Congress claimed that Snowden took nine 
hundred thousand files from the Department of Defense alone, distinct 
from his haul from the NSA.13 One of the most widely cited estimates 
claimed that Snowden “touched” 1.7 million files while contracted for 
NSA work in Hawaii14—a figure often misconstrued as documents 
taken.15 The wider public, without any means to check for themselves, 
could only watch.

This seemingly trivial mystery around the numbers danced around 
a more crucial question: How can the files speak the truth about data-
driven surveillance? How can the public know such complex, secret, vast 
technological systems? The files are a clandestine archive of documents, 
offered as a map of another secret archive of surveillance data. It is data 
about data, information about information, and, like Borges’s infamous 
map of the empire, made to be as large as the physical empire itself, 
the files replicate the problems of scale and comprehension surround-
ing state surveillance systems. The rapid expansion of electronic surveil-
lance systems after September 11 required a massive boost in the NSA’s 
funding, and a corresponding boom in internal hires, new infrastruc-
ture, and outsourcing contracts to the private military-industrial arm of 
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the surveillance apparatus.16 By 2010, the government itself lacked com-
prehensive and precise metrics for mapping its own surveillance appa-
ratuses or estimating the overall costs of antiterrorism.17 As if a parody 
of corporations “too big to fail,” the landscape had become littered with 
big data too big to account for.

The Snowden files, then, were not self-evident forms of proof but a 
collective mobilization of belief in knowability relying on the appearance 
of numbers. Very much in Wittgenstein’s tradition, Steven Jay Gould 
writes that “numbers suggest, constrain, and refute; they do not, by 
themselves, specify the content of scientific theories.”18 Distinct from the 
mathematical order that generates these numbers, their public appear-
ance often produces an impression of calculability, a groundless ground 
we conventionally agree not to doubt. Quantification has long been a 
social technology.19 Each presentation of numbers translates credibility 
across people and things, and more generally contributes to the eviden-
tiary reputation of numbers as something to look for and seek assurance 
from. And once this trust is (slowly) won, the faith in quantification—
that is, statistics and probability as a way of seeing the objective facts 
underlying every kind of situation—injects a mythological strand into 
what is advertised to be the triumph of cold, impersonal reason.20

This is not to fall back on a false consciousness argument, where 
modern subjects are tricked into believing in a sham objectivity. The 
seductiveness of numbers is an essential aspect of the public’s ability 
to trust in numbers, and numbers’ ability to stabilize social norms of 
factmaking. Popular “scientism”—the overblown faith that science alone 
produces absolutely certain truth about the world—has become a radi-
calization of the kind of trust that normal science asks of the lay public. 
In the same way, numbers and statistics often become ciphers for objec-
tive knowledge production presumed to be occurring backstage. Sheila 
Jasanoff retells the views of an American lawyer, who argued that the 
deluge of charts, tables, and figures in court cases risked becoming a 
strategy of painting by numbers: as judge and jury stare blankly into yet 
another mystifying graph, the totality of the numbers, their very inscru-
tability communicates a certain sense of objective authority.21
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Evidence of a Secret

These affective and impressionistic uses of numbers do not merely 
stabilize dominant narratives. The vastness of the files, sketched with 
a numerical brush, also supports the flourishing of speculation: What 
is the information that we now “have” but still cannot access? What 
remains secret about that which is technically exposed, and what wider 
landscape of secrets does such exposure make visible? The files were so 
vast that even Snowden himself could not confirm if he had personally 
read all of the documents.22 The gradual drip of new leaks (table 2.1) not 
only successfully kept the files in the news for months but also added 
up to a marathon of information ingestion that the public struggled to 
keep up with. Even in the first week of the leaks, a survey suggested 
that 50 percent of Americans followed the news on surveillance “not too 
closely” or “not at all closely.”23 Those who sought to read the files and 
know for themselves found a bewildering morass of information, often 
requiring a great deal of technical and institutional context to parse 
through terms, such as selectors detasked, or code names, such as Pin-
wale and Egotistical Giraffe.24 These many mundane gaps between the 
promise of revelation and the messiness of information meant that the 
leaks served to generate speculation as much as it settled them.

Out in the public, the Snowden files had become an indefinite ar-
chive: credited as a source of transparency and public information but 
in practice as an amorphous stream of gradual revelations, whose elu-
siveness mirrored the secrecy of the very surveillance state it sought to 
expose. For Derrida, the archive is the desire for an origin, an origin-
as-truth; its very form reflects the desire for an ultimately impossible 
dream of total containment and retrieval.25 Evidence does not extin-
guish uncertainty but redirects it and refocuses it. It is only because the 
documents exist that the public can enter into speculation, indignation, 
skepticism—even if nobody can be quite sure of what is and is not in 
those documents: the halo of potential justifications and harms still to 
be uncovered, the bulk of the iceberg still submerged. In the world of 
supermassive databases and hyperobjective tech infrastructures, the ar-
chive fabricates a sense of knowability—not through acts of deliberate 
deception but by serving as a container of the desire for knowledge and 
control.26 Whether the voluminous cache of the Snowden files or the 
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enthusiastically embraced proliferation of “big” databases, these enor-
mous archives become mobilized as a mystical embodiment of the truth 
out there—and of the hope that all these secrets, all these complexities, 
could be ordered, bounded, and accounted for.

Table 2.1. Cryptome’s table of Snowden files leaked by The Guardian alone 
in the first few months of the affair
Number Date Title Pages

The Guardian 276

27 February 2014 GCHQ Optic Nerve 3

21 16 January 2014 SMS Text Messages Exploit 8

20 9 December 2013 Spying on Games 2

18 18 November 2013 DSD-3G 6

19 1 November 2013 PRISM SSO
SSO1 Slide
SSO2 Slide

13

18 4 October 2013 Types of IAT Tor 9

17 4 October 2013 Egotistical Giraffe 20

16 4 October 2013 Tor Stinks 23

15 11 September 2013 NSA-Israel Spy 5

14 5 September 2013 BULLRUN 6

13 5 September 2013 SIGINT Enabling 3

12 5 September 2013 NSA classification guide 3

11 31 July 2013 Xkeyscore 32

10 27 June 2013 DoJ Memo on NSA 16

9 27 June 2013 Stellar Wind 51

8 21 June 2013 FISA Certification 25

7 20 June 2013 Minimization Exhibit A 9

6 20 June 2013 Minimization Exhibit B 9

5 16 June 2013 GCHQ G-20 Spying 4

4 8 June 2013 Boundless Informant FAQ 3

3 8 June 2013 Boundless Informant Slides 4

2 7 June 2013 PPD-20 18

1 5 June 2013 Verizon 4

Source: Re-created by the author from “42 Years for Snowden Docs Release, Free All Now,” Cryptome, February 
10, 2016, http://cryptome.org/2013/11/snowden-tally.htm.
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These basic contours of the affair identify a paradox that I call re-
cessive. On one hand, the Snowden files materialize the unknown. It 
promises direct contact with the depths of state secrecy and technologi-
cal complexity. The language of exposure, leaks, and shedding light ex-
presses the familiar trope of knowledge as illumination; the materiality 
of the files provides veridical guarantee that they bring undistorted fact 
and information into the sunlight—the “best of disinfectants,” as Louis 
Brandeis said. On the other hand, this rare artifact from a secret place, 
brought to the public as a beacon of transparency, now compels citizens 
to journey into that still-strange world out there.27 Like the hyperobjec-
tive images of climate change, these files let us glimpse at the tip of the 
iceberg and, in doing so, make the still invisible iceberg an unavoidable 
topic of discussion. If the public previously generated its decisions and 
opinions by tacitly accepting the unknowability of state surveillance (for 
instance, by having no particular opinion of it or by dismissing any criti-
cism as conspiracy theory), then the Snowden files compel reasonable 
citizens to speculate and extrapolate—not just because the files pres-
ent new information but precisely because the files tell us there is so 
much we do not know and that this unknown must now be a matter of 
concern.28

This performative, incomplete, speculative relationship between the 
Snowden files and state surveillance systems spell out the asymmetries 
of visibility and knowability that characterize systems of datafication as 
public matters of concern. As chapter 5 shows, the NSA protested that 
there were good reasons for its surveillance systems to be so secret and 
inscrutable; a popular counterargument against Snowden’s leaks was that 
disclosing these technologies would allow terrorists to better evade them 
and, indeed, that Snowden’s actions had put lives of agents at risk. (In 
Britain, a senior Home Office official asserted that the leaker had “blood 
on his hands”—even as Downing Street, on the same story, put it on re-
cord that there was no evidence the leaks had harmed anyone.) In effect, 
the public is asked to invest their rights and beliefs in a system of knowl-
edge production that requires ordinary individuals to be maximally ex-
posed and the system itself to be maximally concealed. Such a situation 
pressurizes the relationship between knowledge and uncertainty. The 
ideal of the informed public is confronted with both surveillance’s inher-
ent need for secrecy and what Bernard Harcourt has called “phenom-
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enal opacity”29 and Frank Pasquale, the “one-way mirror”:30 the ways in 
which big data technologies become resistant to everyday, experiential 
grasp. The growing ubiquity of data-driven decision-making across not 
just intelligence agencies but also local law enforcement, and their in-
teroperability across private systems, such as CCTVs in stores or cam-
eras installed in individual homes, exponentially increase the distance31 
between individuals and their data. In this context, the traditional reli-
ance on the virtuous cycle of transparent information for an empowered 
public begins to lose their bearings.

Connecting the Dots

New tools have a way of breeding new abuses. Detailed logs 
of behaviours that I found tame—my Amazon purchases, 
my online comments . . . might someday be read in a hun-
dred different ways by powers whose purposes I couldn’t 
fathom now. They say you can quote the Bible to support al-
most any conceivable proposition, and I could only imagine 
the range of charges that selective looks at my data might 
render plausible.
—Walter Kirn, “If You’re Not Paranoid, You’re Crazy,” The 
Atlantic (2015)

November, 2015. With the Snowden leaks still fresh on the mind, 
The Atlantic magazine advised that paranoia is the new normal.32 As 
humans promiscuously supply all manner of personal data to elec-
tronic networks,33 the machines, in turn, communicate and triangulate 
ceaselessly in a wireless hum. Social networks know you have been to 
Alcoholics Anonymous, Google and Facebook know you have been 
visiting porn websites,34 and state surveillance systems suck in an 
unknown proportion of your emails, your Skype calls, and your inter-
net banking records. The Atlantic piece concluded that paranoia was 
no longer a disorder but a “mode of cognition with an impressive track 
record of prescience.” (Three years later, the public would be told that 
many smart devices do listen in on their users while dormant—and 
that in some cases, human analysts access those recordings for product 
improvement purposes.35)
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To try to know secret surveillance systems is to learn to perceive a 
certain cohesiveness, to rescue some sense of certainty out of the muck, 
to be able to connect the dots. The early twentieth-century psychiatrist 
Klaus Conrad called it apophenia: the tendency to identify meaningful 
patterns in random data. He pegged it to the acute stage of schizophre-
nia. Daniel Paul Schreber, the mythological “origin figure” of modern 
schizophrenia, was indeed greatly concerned with a complete and sys-
tematic order of meaningful truths, describing an Aufschreibesystem, an 
automated writing system that might perfectly represent his thoughts.36 
Conrad’s neologism, assembled out of the Greek ἀπό (away, apart from) 
and φάνειν (to show, reveal), shares with the much older paranoia (παρά 
[besides] + νόος [mind]), a clear pathologization of this desire for order 
and meaning. What does it mean, then, to say that paranoia has become 
normal, a sensible and prudent response to the exigencies of the world 
around us?

I would like to pursue this charge of normalized paranoia not from a 
psychiatric or psychopathological viewpoint but an epistemological one. 
In effect, The Atlantic’s conclusion amounts to a recommendation that 
we fabricate more actively and aggressively than before—and that such a 
shift in the norms of factmaking is necessary to cope with a data-driven 
society. To be sure, suspicions about government surveillance, and, more 
generally, a state’s tendency to abuse its powers, has long been a public 
secret: something that is generally known (or assumed) but rarely be-
comes officially articulated.37 What objects such as the Snowden files do 
is bring those subterranean ways of seeing out into the open of public 
discourse. It is not that millions of individuals will specifically feel that 
the government is out to get them. The change occurs not at the layer 
of subjective experience but in the normative structure of epistemologi-
cal expectations. The files’ appearance as veridical objects provokes a 
renewed focus on surveillance’s secrets; the public is presented with an 
urgent necessity for constructing meaning even—or especially—in the 
presence of unknowns.

The recessiveness of datafication thus encourages the “ruthlessly 
hermeneutic logic”38 of a paranoid subject—the intensification of that 
search for a grid of intelligibility that, in varying degrees and shapes, is 
a feature of any regime of knowledge. There is an apocryphal story that 
some conspiracy theorists were rather put out when the Snowden leaks 
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happened: now that their theories had been proved right, they would 
have to come up with some new ones! For a more concrete example, 
consider a post on Reddit’s /r/conspiracy, a hangout for conspiracy ped-
dlers (or, as the site itself puts it, “free thinkers”): “If it weren’t for Edward 
Snowden conspiracy theories would still just be ‘theories’ . . . High five to 
the sane ones <3.”39 This slippage between conspiracy theories and “just 
theories” reflects the fragile social boundaries that demarcate what is 
and is not an acceptable way to fabricate explanations. To label undesir-
able, deviant, threatening modes of knowledge making “conspiratorial” 
is to engage in a “rhetoric of exclusion,” where the very act of naming 
marks that discourse out as illegitimate.40 One does not, after all, engage 
conspiracy theories seriously to refute their various claims but summar-
ily dismisses them from being “possible candidates for truth.”41 “That’s 
just crazy” is the mantra of foreclosure that refuses to enter into rea-
soned debate with the theory at hand. (The same way in which our par-
ent had told the Wittgensteinian child, “Stop asking; just believe that 
this is a tree.”) However, events such as Watergate or the Snowden af-
fair push the pseudo-conspiratorial, semi-acknowledged truths about 
government surveillance into more respectable public discourse. Much 
maligned and yet widely circulated and entertained, conspiracy theories 
demonstrate the ways in which the candidacy to knowledge is strictly 
policed. At the same time, these disavowed rejects are constantly smug-
gled in to cope with looming uncertainties. Like paranoia as a structural, 
rather than a pathological, symptom, conspiracy theories reflect not an 
antimodern strain of irrationality in the system but a useful by-product 
of rational knowledge production.42

This shift in what sounds paranoid or appropriate is thus not re-
stricted to card-carrying “free thinkers” but reprises what Richard Hof-
stadter called the paranoid style in American politics: a mainstream 
tradition of conspiratorial and indignant mode of expression that 
could be found in McCarthyist America of the 1950s or even the moral 
panic over the Illuminati in the late eighteenth century.43 In particular, 
Hofstadter argues that the right-wing paranoia in his own time—the 
1960s—is founded on a sense of presumptive dispossession: the idea that 
they have already lost the country to powerful and shadowy forces that 
control their every move. This postapocalyptic imagination provokes 
not only a militant reaction but a general sense of agency panic. Specific 
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fears about communist plots or omniscient machines supply the broader 
sentiment that the liberal ideals of individual autonomy and freedom are 
under siege.44 Mainstream news media coverage of the Snowden affair 
was awash with conspiratorial language, especially among those criti-
cal of the whistle-blower. Speculations that Snowden was a Russian or 
Chinese double agent, or at least their gullible puppet, were fuelled by 
Keith Alexander and other high-ranking NSA officials.45 One Washing-
ton Post piece suggested that Glenn Greenwald, Julian Assange, and oth-
ers had conned the gullible Snowden into risking his life for the former’s 
ambitions—at least, before the paper had to issue a series of corrections 
to dial it down.46

The Snowden files became generative of new theories, new specula-
tions, projecting ever larger shadows behind the actual facts it revealed. 
What matters is not just the information these documents provide but a 
variant of what Tor Nørretranders calls exformation: the bits of a message 
that are “explicitly and knowingly discarded,”47 the bits that the available 
information leaves unsaid and unproved but that now gain a social pres-
ence in a provisional and anticipatory form. A paranoid epistemology is 
thus an apophenic one: the trouble is not that meaning is secret, hidden, 
or lost but that it is too much and everywhere.48 Yet to label such strate-
gies irrational would be to reproduce the ideal notion that information 
should lead us to proof and certainty. Instead, we might look to what 
Tobin Siebers called the “Cold War effect”: a generalized epistemologi-
cal climate where paranoia and suspicion were seen not as delusions or 
pathologies but as virtues, and to be paranoid was not to be ill but to be 
in tune with contemporary reality.49 Indeed, Cold War rhetoric was fre-
quently reprised in a concealed form in Snowden-era paranoia.50

Merleau-Ponty understood that the “mad” experience their own mad-
ness as no error or illusion but a naturalized and intuitive access to truth. 
A schizophrenic experiences voices not as hallucinations superimposed 
over reality but something as genuine as the ground beneath our feet. 
(Thus, Merleau-Ponty describes a schizophrenic woman who believes 
two individuals with similar-looking faces must know each other: a con-
nection that “normal” humans would dismiss as apophenia gone hay-
wire, but for the woman, this is simply common sense.51) The point is 
that any given system for rendering the world around us into intelligible 
pieces requires some reliance on presumptions about the unknown—a 
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reliance that, to outsiders, appears arbitrary or nonsensical. It may be 
technically prudent to wait until all the facts are in hand, but in the 
case of a secretive surveillance program and the logic of preventive pre-
diction, nobody will ever reach such a privileged position. The public, 
as much as politicians and counterterrorism officials, are increasingly 
asked to judge and act well in advance.

There were cautionary voices, encouraging the public to return to a 
more conservative range for crafting explanations out of available data. 
Some pointed out that the risk posed by terrorist attacks remained rather 
small compared to, say, gun shootings.52 Others simply insisted that 
criticizing surveillance programs would require presuming too much 
corruption and impropriety on the NSA’s part for it to be realistic: “fear-
ing the NSA . . . requires you to believe that hundreds, if not thousands, 
of American employees in the organisation are in on a conspiracy.”53 
The only reasonable solution would be to trust in the NSA because not 
trusting would require us to be, well, paranoid. These disputes reflect 
the contested recalibration of what counts as reasonable, of what might 
count as a conventionally acceptable performance of reason between 
paranoia and naivety. Here we are reminded of a basic lesson in machine 
learning around overfitting and underfitting. Simply put, analysts are 
instructed to avoid following the data too closely, resulting in a model 
that reflects the vagaries of the available data rather than the underlying 
phenomenon, or not closely enough, in which case the result fails to 
properly model the trends in the data. Whether a model is appropri-
ately fit thus is a question of human judgment, a convention guided by 
circumstance as well as mathematics. Even as these technical practices 
were being challenged as full of error, uncertainty, and arbitrary judg-
ment, the human debate around these technologies was facing a similar 
dilemma: What counts as a “reasonable” response to the asymmetric 
information environment of the Snowden affair?

It was a question with direct relevance to not only the public de-
liberation but also in institutionalized decisions around known and 
unknown—such as the courts. Snowden’s first leaks in 2013, and the 
preceding leaks by The New York Times and USA Today in 2005–2006, 
precipitated a series of legal cases against government surveillance. In 
each of these, the most important issue turned out to be a basic question 
of available facts: What kind of harm is known to be caused by surveil-
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lance? Despite the new availability of Snowden’s files, efforts to contest 
NSA surveillance at the judicial level struggled to gain standing due 
to the difficulty in constructing a definition of surveillance harm that 
is compatible with the existing legal conceptualization (in the United 
States) of harm as “concrete, particularised and actual.”54 In ACLU v. 
NSA (2007), the district court concurred that phone/internet data col-
lection is both unconstitutional and counts as concrete, particularized, 
and factual harm; however, the Sixth Circuit Court of Appeals ruled that 
the injury claimed is “mere belief ” of intercepted communications, and 
the lack of any “personal” harm, only a “possibility,” denied them stand-
ing.55 A similar reliance on a narrow definition of harm has also dogged 
efforts to sue technology companies for breaches of data privacy.56 Such 
debates reflect a fundamental problem with public secrets: What must 
one “know” to bring the unknown to trial? What should and should not 
count as “known” in the face of such relentless uncertainty? The chang-
ing standards of reasonable extrapolation thus correspond directly to 
the legal and institutional scope for recognizing and addressing datafica-
tion’s consequences—a problem we shall return to in chapter 5.

The Transparency Illusion

This entanglement of knowledge and uncertainty makes a parody of 
the contemporary enthusiasm for transparency. Transparency is axiom-
atic for whistle-blowers, and Snowden, too, framed his actions in this 
light.57 More generally, the concept had grown in prominence over the 
preceding decades, empowered and idealized as a universal tonic for 
liberal democracy and the Enlightenment.58 Since the 1990s, buzzwords 
bloomed by the dozen in the wake of enthusiasm about the transfor-
mative powers of internet communication technologies: e-government, 
e-transparency, e-democracy . . . as if digital technologies would finally 
eradicate ignorance and misinformation and furnish the optimal basis 
for the public’s rational judgment.

Such mythologization of transparency as an unalloyed good and uni-
versal solution reflects two kinds of conflations about how knowledge 
works in the data-driven society. First, this idealized belief in transpar-
ency involves a “virtuous chain”: the public is injected with informa-
tion, which is linearly correlated with more rational deliberation, and, 
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in turn, the arrival at an “optimal” decision.59 Like the aforementioned 
pyramid from data to wisdom, this consolidated, linear model equates 
transparency with a global good, sweeping away the long essential role 
that secrecy and opacity had played in Western statecraft.60 We find 
here another instance of the fantasy of epistemic purity, one that stands 
blissfully ignorant of what politics is. As Latour quipped, asking politics 
to tell unvarnished facts without rhetorical trickery is like asking sci-
ence to tell truth without peer review, without experiments—and, yes, 
without any mediation of its own!61 Second, and related, is the belief in 
transparency as an indispensable cog in the apparatus of liberal democ-
racy. Kant’s Sapere aude! here becomes a directive for stuffing each and 
every citizen with maximum information about issues of public import. 
Yet, as we have seen, there is no easy connection between the theoreti-
cal availability of information and its uptake as knowledge.62 As with 
the Snowden files, the presentation of solid, reliable information can 
increase the public labor of speculation and inquiry until citizens simply 
cannot keep up.

What becomes clear is that transparency is not a binary opposite to 
secrecy, the purifying sunlight idealized by Louis Brandeis. It is instead 
part of a wider ecosystem of knowledge that allows the circulation of 
ideas and impressions across different types of truth—types that ex-
hibit different gradations of openness and publicity. This system might 
involve formal and institutional moves, such as declassification of for-
merly secret documents. It also includes perceptual and social shifts 
in which a public secret becomes a matter of concern or a percolating 
suspicion becomes legitimized into a belief that citizens feel they may 
wear on their sleeves. Importantly, these practices are not arrayed in 
a linear scale of progressive visibility or informed public deliberation. 
Consider electronic state surveillance’s pre-Snowden status as an open 
secret, in which the public suspects and even assumes it is happening, 
but an official game of denial just about maintains the technical status 
of secrecy. As one reading of Kant’s secrecy suggests, “the veil always 
also unveils, or promises an unveiling, but that promise, and the pros-
pect of finally seeing what is behind it, are also part of the veiling.”63 Al-
though transparency presents itself as a necessary harbinger of truth, it 
does so precisely by idealizing a specific conflation of publicity, honesty, 
and innocence—and forgetting the myriad other ways in which claims 
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to knowledge may be paired up with speculation, interpretation, and 
judgment.

The genre of media exposure—which also became the basic format 
for reportage in the Snowden affair—also adds its own patterns to the 
unveiling. It is not coincidental that, at least in the American case, trans-
parency emerged as a universal virtue in tandem with the rising central-
ity of exposure in journalism.64 Both the sensationalist tabloid exposé 
and the somber investigative report share this foundational assumption 
that there always remain more secrets to be uncovered, that each story, 
each leak, gives an approximation of the rest of the iceberg submerged 
beneath the visible. Likewise, the frenetic pattern of constant updates 
in new media platforms65 cultivates the “public’s persistent feeling that 
‘there is always something’” more behind the scenes.66 After all, no ex-
posure can ever claim to reveal the whole truth, nor can it guard that 
truth from the swarming multiplicity of interpretation. As such, this 
normalized expectation of exposure is met by a prevalence of cynicism 
(in Sloterdijk’s sense67): the revelation invites not acceptance but further 
interrogation of the leaker and the leaked, generating an economy of 
speculation that feeds on each effort at transparency (or, for that mat-
ter, secrecy). Transparency’s practical function, then, is a clearinghouse, 
a switchboard: a technique that redraws the local boundaries of what 
counts as speculation, what counts as “on the ground” facts, what may 
pass as consensually assumed truths. Brandeis’s sunlight receives a 
McLuhanian correction: illumination is neither natural nor neutral but 
a technological medium.68

The relation between transparency’s idyllic promise and its multifac-
eted practical function can be better understood when we remember the 
highly contingent—and recent—history of its emergence. As Michael 
Schudson has shown, today’s ubiquitous celebration of transparency 
only took off in the United States during the mid-twentieth century. 
It did so not through a broad public demand to “know for itself” but 
through political shifts in relations of trust and communication across 
the branches of government and media industries, such as a more ad-
versarial model of journalism and the rise of public advocacy groups.69 
Inaccurate accreditations—such as the belief that Thomas Jefferson 
called information the “currency of democracy” (it was, in fact, Ralph 
Nader)—bestow mythical origin stories to what is in reality a more pro-
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fane and youthful idea. This recognition of transparency’s historicity 
forces a new perception of its present form: not as a fundamental ideal 
for the fulfillment of deliberative democracy but as part of a specific gen-
eration of (imperfect) machinery for that deliberation. Fast-forwarded 
to the times of vast electronic surveillance systems and their subjection 
to digitally proliferating leakage, transparency constitutes not an exter-
nal panacea to these problems but their companion in mediating what 
kind of veridical force is given unto that which we think we know.

The Burden of Knowing

If transparency is a switchboard for different ways of knowing, each 
marked by the kinds of decisions and interpretations they authorize, 
then we must inquire into the practical consequences of fetishiz-
ing transparency. What kinds of powers and responsibilities are 
given over to the public in an act of transparency? The Snowden 
affair is one example in the wider story where the Enlightenment 
injunction to “know for oneself ” thrusts an impossible labor onto 
the internet-age citizen. In the context of liberal, representative 
democratic societies, transparency mobilizes the citizen anew with 
an old responsibility: not just to participate in politics in prescribed 
moments and ways (e.g., voting every four years) but also to become 
an unblinking eye poring over every aspect of government. The citi-
zen has been recruited as a free auditor for the state. This is to be 
distinguished from earlier forms of citizen redress, such as petitions 
of grievances and injustices. The long Western history of petitions, 
from written pleas to the Roman emperor to the cahiers de doléances 
in eighteenth-century France, was not the normal duty of subjects 
but extraordinary actions—and the work of assessment and redress 
remained the task of the governing prince.70 This case was also for 
the literary trope of the king who speaks with his subjects in dis-
guise to hear their grievances, most famously Shakespeare’s Henry 
V and James V of Scotland’s legend as “King of the Commons.”71 
Again, it remained the king who must listen, gather data, make his 
population legible, and reconfigure his apparatuses of government 
according to that knowledge. In the e-transparency paradigm, how-
ever, the government (or the whistle-blower) merely uploads, makes 
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“available”—a passive position, after which it is the public’s respon-
sibility to request, read, cross-reference, judge, and prosecute. The 
proof may be in the Snowden files, but the burden of proof is on the 
subject.

The problem is that much of the time, it is a burden that the members 
of the public cannot afford to or are reluctant to bear.72 When another 
realm of online surveillance—corporate data mining—became scru-
tinized for invasions of privacy, one popular solution was to push for 
greater transparency on the part of online platforms. Predictably, the 
result was an even greater onslaught of privacy policies that many peo-
ple do not want to read, do not have the time to read, and do not have 
the background knowledge to fully understand. As one study showed, it 
would cost 781 billion USD per annum in salary if Americans used their 
working hours to read the privacy policy of every website they visited.73 
Well intentioned as they may be, such measures risk drowning the citi-
zen in pointless information. And so, the impossibility of fully taking 
up, or “owning,” the burden of transparency produces a new chain of 
deferrals and delegations. Set against systems for the production, circu-
lation, and resale of information that are too distributed, complex, and 
technologically backgrounded for human upkeep, the tacit ideal of the 
maximally informed subject summons an overbearing specter of guilt. 
Although maintaining a skeuomorphic appearance of a liberal public 
sphere, digital transparency becomes an extension of the entrepreneur-
ial, individualized responsibility that we have sloganized as “neoliberal.” 
Even as technology promises that information shall be free, citizens are 
asked to work for free to support these growing mechanisms of truth 
production. Here, transparency functions as a false dawn, or even a bar-
rier, to becoming political.

What if we thought of the work of politics, the work of being in-
formed, as a form of labor? In economic terms, transparency appears 
as a practice of outsourcing, of creating externalities: costs that are not 
counted by the producers directly but are passed onto the rest of so-
ciety.74 The fantasy of e-government relies on this standing reserve of 
public engagement that transparency shall mobilize for free. Indeed, 
such mobilization already occurs in the American tradition of citizen 
surveillance: from vigilante neighborhood watches to the use of social 
media by police to receive tip-offs, the state has long relied on ordi-

Hong_3p.indd   47 5/15/20   2:24 PM



48  |  The Indefinite Archive

nary subjects’ sense of autonomy and agency to supplement the work of 
government.75 Closer to home, the subject of the data-driven society is 
already well trained in another kind of free labor—the work of staying 
connected to keep uploading photographs, to keep participating—that 
generates the economic surplus of platform capitalism.76 In their capac-
ity as citizens, those same subjects are enjoined to stay more informed 
about more things than ever—as a way not simply to empower the good 
liberal subject for the demands of a complex information society but 
also to defray its costs.

The moralization of transparency has pernicious effects on the ideal 
of the public that “knows for itself ”—effects that recall the earlier warn-
ings from writers such as Walter Lippmann. In a world where infor-
mation encourages speculation as much as consensus, transparency 
is too often a Trojan horse, not a panacea. Again, there are uncanny 
parallels with what we have said of conspiracy theory. If the concept of 
conspiracy taints the information thus labeled and expels it from the 
normative realms of deliberation (even as it continues to circulate and 
communicate), the name “transparency” invokes the presumption that 
a full and equal distribution of information is possible and desirable. 
If the shining light of novelty blinded early internet-age optimists into 
believing that everyone really could become the public that knows and 
decides for themselves, then we are still struggling to clear the afterglow 
from our eyes. To know through deferred and simulated means, to agree 
tacitly to exclude certain doubts or uncertainties from debate, and even 
to operate within restricted information flows is to protect the possi-
bility of consensus and shared grounding in a democratic society. The 
untrammeled pursuit of transparency opens each time a hermeneutical 
Pandora’s box, even as it promises to illuminate and disinfect the black 
box of datafication.

Mary Douglas once suggested that “certainty is not a mood, or a feel-
ing, it is an institution”; that is, “certainty is only possible because doubt 
is blocked institutionally.”77 In other words, it is the product of conven-
tional norms that we learn to avoid the stigma of conspiracy, the abyss 
of paranoia, and exercise our public judgment on the basis of what may 
be officially admitted (and what is unofficially and tacitly understood). 
We learn not to question Wittgenstein’s subject and to operate on the 
shared basis that what I say I know to be a tree is indeed a tree. The cor-
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ollary is that uncertainty is not kept at bay by the sheer strength of our 
knowledge and reason but by the decisions we make on what to believe 
and how to believe. And when those decisions become challenged by 
changing conditions, such as the vast and backgrounded complexity of 
new technological systems, the rules governing those boundaries begin 
to shift. The moral question, then, is clear: What kinds of boundaries 
and tacit norms should we adopt in an age of excessive information, of 
ever more ubiquitous yet concealed technological systems, and of un-
paralleled speculation in the public domain?

* * *

In the winter of 1998, the philosopher Thomas Nagel published “Con-
cealment and Exposure.”78 It asks: Should information always be 
analyzed, disseminated, acted on? In what cases can new information 
be distracting or inappropriate to the judgment at hand? Written amid 
the scandal over Bill Clinton’s extramarital affairs and his attempted 
impeachment, the question applies far more broadly to the benefits and 
limits of transparency. Nagel understood that information is not always 
beneficial in the same way and that it can infect public discourse with 
a cacophony of the trivial, the irrelevant, and the half-true. He argued 
that the increasing pressures for transparency need to be balanced by a 
corresponding provision of tolerance and nonacknowledgment: to know 
something and to not speak of it, to not bring it into one’s decision-
making. Since Nagel wrote his piece, such balance has only broken 
down further. Whereas Clinton was almost removed from office over his 
adultery, Barack Obama, the next Democratic president, was subject to 
incessant accusations about his religious allegiances and even his birth 
certificate. The question of what should be relevant to a given judgment 
was overwhelmed by transparency’s slogan that everything that can be 
scrutinized should be. The argument for nonacknowledgment exposes 
the unbalanced nature of transparency as a style of fabrication and its 
dangerous proximity to political cynicism.

Perhaps the most counterintuitive aspect of Nagel’s argument is that 
we should use nonacknowledgment to exclude the kinds of informa-
tion about which we know the public cannot come into agreement. “Leave 
people to their mutual incomprehension,” Nagel advises: pick your bat-
tles or risk devolvement into interminable squabbles over each citizen’s 
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allegiance on every kind of issue. His chosen example is the generic 
demand that citizens “stand up and be counted”—perhaps by reciting 
a patriotic slogan or by professing their support for multiculturalism. 
What was meant to be an ethical and reflexive move of disclaiming one’s 
bias comes to support an indiscriminate demand for transparency. In 
the Snowden affair, this exhibitionist tendency demands that every actor 
plot themselves on a binary grid: hang on, before you say anything—
which side are you on? Do you believe Edward Snowden a hero or a 
traitor? Which side are you on in this war between regimes of truth? He 
is a hero, said John Cassidy of The New Yorker, Shami Chakrabarti of 
The Guardian, and civil rights groups such as Amnesty International;79 
a traitor, argued Fred Fleitz at the conservative-leaning National Review 
and politicians such as then former vice president Dick Cheney.80 Some, 
like Nate Fick writing for The Washington Post,81 decided to sit on the 
fence and say a “little bit of both.” Yet such insistence on disclosure lends 
itself to prejudiced readings of those actors’ discourse. It reflects not the 
opposite of having good faith in other members of the public but the 
very lack of good faith. Ironically, this exhibitionism erodes a useful fic-
tion central to the “virtuous chain” of transparency: the idea that the 
public will judge each argument in a fair and reasonable way, making 
proper use of available information to reach the optimal decision.

However, Nagel’s analysis is blind in one important respect: it pre-
sumes that consensus is possible as long as codes of civility and non-
acknowledgment invisibilize intractable differences. This blind spot 
is all too similar to the way the early Habermasian public sphere was 
often idealized as an open space for rational deliberation. Scholars such 
as Nancy Fraser have shown at length how such inclusivity and equal-
ity were often restricted to a small group of citizens—often white male 
bourgeoisie who read and wrote for each other. In this sense, nonac-
knowledgment risks reproducing the boundary policing work we have 
seen in the definition of conspiracy theories. Especially telling in this re-
gard is Nagel’s example of sexual thoughts. Woman D applies for an aca-
demic job in C’s department, who is “transfixed by D’s beautiful breasts.” 
Yet C refrains the best he can from expressing his “admiration,” and D 
accordingly refrains from voicing her disgust.82 Here, nonacknowledg-
ment hardly solves the problem. Even if we very generously interpret C’s 
behavior as that of a polite fellow who does his best not to objectify D, 
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the result is neither equitable nor desirable. Conventions such as civil-
ity and nonacknowledgment secure knowability precisely by sacrificing 
whatever does not fit. D’s ability to contest her objectification is curtailed 
by norms of nonacknowledgment—especially because C, in his position 
of power, is likely to exert greater influence over what is or is not suit-
able for disagreement. Across counterterrorism operations and quanti-
fied analyses of individual bodies, we will continue to find these political 
and ethical implications of the shifting boundary between known and 
unknown, the sayable and the inadmissible.

In short, the idealization of transparency risks conflating exposure 
with truth and expression with honesty. In doing so, it encourages spec-
ulation of a promiscuous kind—one that erodes and overwrites existing 
norms for the boundaries of relevance and credibility. There is a telling 
parallel here between the exigencies of big data technologies and the 
challenges facing the public in a data-driven society. If the former in-
volves enormous quantities of data processed by automated machines, 
leaving users struggling to figure out how to make sense of it all, the 
latter asks the public to “know for itself ” despite being ill equipped to 
consume this information responsibly and effectively. The relation be-
tween the injunction to know, excessive information, and speculative 
uncertainty occurs not only in the public’s effort to know about state 
surveillance systems but also in the state’s efforts to know through those 
systems also. The next chapter turns to this latter side of the problem, 
understood through another kind of fabricated object: the figure of the 
“lone wolf ” terrorist.

The Gap

In Agatha Christie’s novels, we find a trope of revelation: when enough 
“secrets” (i.e., objective facts) have been accumulated, the illusions top-
ple all at once to reveal a perfect picture of the crime. The pleasure of 
this revelation is itself an expression of our shared intuition that, back in 
real life, things rarely seem to work out so neatly. Sherlock Holmes, too, 
insisted on a progressive and ultimately conclusive process: “when you 
have eliminated the impossible whatever remains, however improbable, 
must be the truth.”83 Holmes’s world, of course, is a conveniently finite 
and localized one. It is rare that the suspects do not wear every relevant 
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aspect of their psychology and history on their person for the discern-
ing eye of the detective. But what happens when tens of thousands of 
government-employed analysts roam the four corners of the internet, 
from massive headquarters the size of a small city? (The NSA’s Fort 
Meade is larger than Cambridge, Massachusetts, in land area.) What 
happens when the nature of data collection mechanisms is such that 
nobody, not even the collectors, knows whether your data will ever be 
seen by a human? The linear eradication of the secret is replaced by an 
open struggle of speculative hypotheses that must all admit their partial-
ity and uncertainty, even as they bid publicly for our belief.

This entanglement of knowledge and uncertainty comes down to a 
gap between the document as evidentiary object and the “knowing” it 
is meant to produce. It defies the transmissional imagination that prov-
ing, verifying, and informing humans can work like a digital file trans-
fer. This gap is at the level of neither metaphysics nor the content of 
individual experience but the embodied and social structures that any 
regime of knowledge depends on. Known and unknown, transparency 
and secrecy, turn out very rarely to manifest in such pure forms. The 
Snowden files, celebrated and feared in equal measure, were supposed 
to provide truly solid, material grounding, as solid as it gets short of 
catching an NSA agent nibbling at your Ethernet cable. But the docu-
ments end up bringing in the distant and black-boxed “out there” into 
public concern. What does it mean for an object to acquire the status of 
proof? What other proof must exist for this object to tell its truth, and 
what are the subterranean beliefs, objects, conventions, and rhetoric that 
prop up its veridical authority? The recessivity of data and technology, 
so fundamental to surveillance’s project of knowing, undergirds these 
phenomena.
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Recessive Objects

In The Watchers, the journalist Shane Harris tells the story of the 
“BAG”:1

 [It] stood for something unexpected: Big Ass Graph. In the late 1990’s the 
engineers and systems gurus at the NSA became enamoured of comput-
erised graphs to display huge sets of information . . . The graph builders 
of the NSA wanted to turn raw data into visual knowledge.

But if the BAG was a useful tool, it was also a demanding one. For the 
BAG to tell them things, the [terrorist] hunters had to fill it . . . the result-
ing analysis overwhelmed them. The BAG’s very design, the way it 
compressed information into more manageable forms, actually diluted 
nuance . . . For [the BAG] to tell them things, they had to feed it. But the 
more they fed it, the less it actually told them.

The big-ass graph materializes the gap between the human subject and 
the world out there, parallel to the problem of public knowledge in the 
Snowden affair. Deep within the hyperobject that is the surveillance 
apparatus, its human agents struggle to come to grips with a hyperob-
ject of their own: an increasingly unpredictable and distributed terrorist 
threat. Between at least 2006 and 2013, the agency’s internal mail service 
distributed weekly columns from the “SIGINT [Signals Intelligence] 
Philosopher.” They contained brief musings that suggested “data is not 
intelligence” or that analysts increasingly face “analysis paralysis” and 
“cognitive overflow.”2 Yet the massive expansion of data collection and 
storage continued, under the idea that if everything could be tracked 
about everybody, the hidden correlations to the most unpredictable 
threats could be disclosed. The database as archive thus reprises Borges’s 
famous story of the Library of Babel: a place containing every book ever 
written, every book that it is possible to ever write.3 Initially celebrated 
as a holy grail of knowledge, its denizens quickly find that they are stuck 
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in a constant state of limbo, where the answer is always theoretically 
available—if one were to just find the right book.

Chapter 2 described the Snowden files as a recessive object. The files 
promise to extend our knowability but, in doing so, bring into affec-
tive and discursive presence the uncertainty that they can never quite 
eradicate. They serve as reliable forms of proof and evidence but, by the 
same token, serve as catalysts for speculation and doubt. This chapter 
argues that recessive objects emerge from the contradiction between 
the groundless ground—the ultimately unprovable and conventional 
nature of our claims to knowledge—and datafication’s promise of ob-
jective knowledge. In the process, the human subject is caught in the 
gap between the expectation to know for itself and the asymmetric and 
opaque forms of technological factmaking.

Recessive relations are, in a basic form, inherent in any knowledge 
claim: when Wittgenstein’s subjects say, “I know this is a tree,” they 
are setting the limits of our horizon as well as illuminating our path. 
But specific configurations of recessivity have distinctly political and 
ethical implications. Which forms of media, invested with what kinds 
of commercial and political interests, are elevated to the role of trans-
lating between knowledge and uncertainty—resulting in what new 
relations of dependency? Just as the printing press catalyzed a large 
and distributed reading public and radio and mass media provoked 
warnings of political paralysis and “narcotizing dysfunction,”4 big 
data and smart machines introduce new formulas of asymmetric vis-
ibility: since we cannot handle the voluminous data processed by the 
machine, it is impossible for us to fully justify its decisions to you. 
Recessivity must be understood as a process of selection: What be-
comes classified as possible, available, expressible, and debatable while 
sending others to the groundless ground or beyond the horizon of the 
knowable?

These ambiguities become particularly pronounced through the data-
driven society’s constant demand that we know, judge, act on things out 
there beyond the horizon of our experience and sensibility. Analogous 
to the myth of transparency as sunlight, the data hunger of the big-ass 
graph expresses a desire for saturating the horizon, for complete cap-
ture of the world of possibilities through technology. This is no simple 
contrast between an ignorant public and the informed experts. Police 
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personnel, for instance, might produce and process data themselves but 
only through third-party software supplied by private contractors wield-
ing analytical mechanisms that they cannot fully understand.5 Accord-
ingly, this chapter traces the life of another recessive object, this time 
central to the state’s own effort to know the world through data: the 
figure of the lone wolf terrorist, set against the narrative of terrorism’s 
growing unpredictability.

Receding Horizons

To say something “recedes” typically implies an embodied experience 
of perception: when something recedes beyond our horizon, it dimin-
ishes, becomes distant, goes beyond our grasp. It recalls the most basic 
question of phenomenology: How do things in the world appear to 
our senses, and disclose their meaning? In Husserl, this fundamental 
relation becomes expressed as presence: the basic quality necessary for 
any thing to be sensible to the human subject. Here, becoming sensible 
involves not simply the mechanistic detection of stimuli but its recog-
nition as something comprehensible—a process that is not reducible to 
language, symbols, or higher cognition. Presence is thus described as 
“what meaning cannot convey”: a truth that happens (ein Geschehen), 
not information to be input and processed.6 Typically, such presence 
is submerged beneath conscious ref lection.7 Data-driven knowledge 
relies on excavating and rewiring this architecture of the sensible 
insofar as it seeks to extend the reach of the human sensorium and 
deliver the kind of data that it could not have otherwise collected. The 
technology encourages a distributed kind of phenomenology, where 
we actively feel that what we know, what we see, and what we feel is 
not quite “our own.”8 Recessive objects such as the Snowden files pull 
human subjects out of sync with their own phenomenological horizon, 
compelling us to contend with knowledge, opinions, and feelings that 
require leaping across the gap—whether through the myth of trans-
parency as disinfectant or through the normalization of paranoia to 
connect the dots.

Technology, of course, has a long tradition of aspiring to an extension 
of the human—an extension which is too often fantasized as seamlessly 
empowering. But the ambiguity of recessivity results in not a simple ex-
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tension of the knowable but a proliferation of absent presence. To say 
absent is not to imply a simple inverse or lack of presence. Absence it-
self can be noticed, perceived, and made into a collective object of con-
cern.9 When the Snowden files point toward the deep secrecy of the 
state surveillance apparatus, the latter becomes caught in a position that 
is neither simple presence nor absence. On one hand, the files become 
stand-ins for the absent truth, bringing it out of the forgotten category 
of “unknown unknowns”; on the other hand, they cannot bring the se-
crets entirely to light and serve to constantly remind us of that absence. 
Hence, the files work to encourage, rather than extinguish, conspira-
torial and paranoid forms of speculation. In her reading of Heidegger, 
Sianne Ngai points out that moods (Stimmung)—and especially the 
mood of anxiety—provokes a sensitivity for the “existential structure” of 
things.10 The collective anxiety surrounding surveillance and terrorism 
has us constantly brush up against this amorphous boundary between 
the known and the unknown, the leak and the secret, the visible and the 
invisible.

Although recessive objects may not quite deliver on certainty, they 
do possess clear practical utility. They serve as our equipment11 for ex-
tending and redrawing the felt boundaries of what can be known—that 
is, what we can reach out and feel able to connect with, control, influ-
ence, and understand. This sense of contact is defined not by the brain’s 
accumulation of information in a machinic metaphor but a sense of 
connectivity that is affirmed through the rhythm of bodily experience: 
the indefinite unrolling of the Twitter feed, the regular ping of exercise 
metrics from the wearable wristband. In this context, the subject need 
not believe in data’s promise of better knowledge literally and entirely; 
they need only participate and enjoy the immediate benefits. The more 
things, discourses, heuristics, and institutions we wrap ourselves around 
with, the more we can cheat the limits of our horizons and achieve a 
more expansive, if distributed, kind of agency.

This recessive bargain requires, however, a certain reconfiguration 
of the good liberal subject. In the face of so many uncertainties and 
techniques of proof that seem to build on rather than extinguish them, 
one can hardly insist that the individual subject “knows” all the facts 
and exercise their reason. What matters is the constellation of people, 
things, and processes that “know” on my behalf and what kinds of re-
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sponsibilities, decisions, and rights that effectively leaves for me. (This 
dilemma can be found even in Kant’s early formulation of the Enlight-
enment, where the tension between the overcoming of authority and 
the necessity of expertise is never entirely resolved.12) In this context, 
the proliferation of sensors, measurements, and data has given rise to 
a range of posthumanist ideas about how human experience is “engi-
neered”: not merely augmented or supported but also shaped and gen-
erated prior to human reflection or action. Mark Hansen argues that 
“twenty-first-century media” are distinct because their engineering of 
human experience entirely bypasses, occurs prior to, and in sensory re-
gions inaccessible by the human subject.13 Here, media technologies are 
not merely tools enacting the intentions of present humans; neither are 
they limited to augmenting human action and the senses. These tech-
nical objects observe, collect data on, and indeed “sense” the world at 
a level that human subjects have no access to. As chapter 4 analyzes 
in detail, the special epistemic benefits of self-surveillance technologies 
are founded on this nonhuman difference, where the data is valuable 
precisely because it lies beyond the human senses and its insights are 
accurate precisely because they bypass human cognition. Such machinic 
sensibility leads to new mediative structures for managing this informa-
tional surplus.

This situation results in, Hansen argues, a “dispersed, environmental, 
non-subject-centered subjectivity,”14 where conscious experience is al-
ways already the product of infiltration by technical engineering. Varia-
tions on this theme have been floated by other scholars, often in terms of 
technical objects’ capacity for qualified forms of agency and cognition.15 
The takeaway is that technology is not merely an extension of man but 
also produces and operates inhuman processes.16 Recessivity is the bar-
gain of knowing but not knowing for myself, sensing but not sensing 
for myself. What begins as a phenomenological question—how we are 
“extended” beyond our horizons to know the world beyond—leads to a 
suite of political and moral problems over who (or what) knows on my 
behalf and how much say I have over that process.

Hong_3p.indd   57 5/15/20   2:24 PM



58  |  Recessive Objects

Data Hunger

As we have seen in chapter 2, the Snowden files combined an excessive 
knowability (and the moral injunction to engage with such expansive 
knowledge) with the withdrawal of knowing processes into hyperobjec-
tive systems. Crucially, this process was not limited to the public-facing 
side of the affair. If it were, we might construe the problem as one of 
educating the public and the mass dissemination of messages—founded 
in the belief that expert insiders do really know “for themselves.” 
Instead, the recessive problem in the public’s knowing about technology 
and state secrets finds a parallel in the state’s knowing through technol-
ogy the dangers of global terrorism. The rapid expansion of data-driven 
surveillance, catalyzed by the September 11 attacks, involved the legiti-
mation of a wide-ranging data hunger that posited the indifferent and 
recombinant logic of big data analytics as the answer to the uncertainties 
of terrorism. Parallel to the recessivity of the Snowden files, it is exactly 
surveillance’s promise to codify and calculate danger through the enor-
mous overproduction of data that becomes a breeding ground for new 
techniques of speculation.

During the 1990s, the NSA was making its case to rest of the govern-
ment that terrorism had become radically unpredictable and diffuse and 
that this qualitative transformation of the danger faced by America re-
quired a new paradigm in surveillance as well. The September 11 attacks 
would finally provide this narrative with extraordinary political momen-
tum. A 2002 Joint Inquiry Staff statement, having analyzed counterter-
rorism efforts in the years leading up to 9/11, argued that a “new breed of 
terrorists practicing a new form of terrorism” was afoot, evolving from 
state-supported, limited (targeted) casualty attacks to stateless, flexible, 
more secret, more meticulously planned, indiscriminately high-casualty 
attacks.17 The statement was endorsing line of analysis already found in 
earlier reports such as the US State Department’s Country Reports on 
Terrorism.18 In the public domain, the 9/11 Commission’s report helped 
popularise the narrative that the nation suffered this traumatic attack 
because it could not “connect the dots” on the information it already 
possessed.19 Such debriefings helped present a sense of necessity for 
surveillance that was more comprehensive, more powerful, more, more, 
more. The rise of twenty-first-century dragnet surveillance was thus 
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predicated on the identification of a new breed of terrorism—even as 
this narrative reprised earlier fears about the infiltration of communist 
threats in the mid-twentieth century.20

The results of this new narrative were material and tangible. First 
came the ill-fated “Total Information Awareness” [TIA] program, led 
by John Poindexter—infamous for his role in the Iran–Contra affair, re-
habilitated to lead the newly established Information Awareness Office. 
Contrary to the later secrecy of the NSA, Poindexter held a public brief-
ing to explain that although “there will always be uncertainty and am-
biguity in trying to understand what is being planned,”21 the terrorist’s 
“unique transaction signature” could be extracted through techniques 
such as biometrics analytics (HID), semantic analysis of text (TIDES), 
and speech-to-text conversion for collecting and analyzing auditory 
communications (EARS). Metadata surveillance was not a luxury; it was 
just what you had to do to keep up with the reality out there.22 Ironi-
cally, Poindexter’s attempt at relative transparency backfired, not the 
least because of his notoriety. Following public outcry, Congress with-
drew funding for the new office in 2003, and Poindexter would once 
again retire from public service. However, many of its programs would 
later be discreetly re-created and extended at the NSA, which would, 
over time, become the primary agency for mass electronic surveillance 
programs. The NSA’s director during this time, Keith Alexander (2005–
2014), argued that the agency’s job is not just to look for the needle in the 
haystack but to “collect the whole haystack”23—a reasoning replicated 
in internal NSA communications. Poindexter’s vision of having “all the 
dots” would endure as a guiding vision for state surveillance operations 
to come.

The “whole haystack” approach also replicated the patterns of indif-
ference and recombination in big data analytics. First, this data hunger 
was more indifferent, and thus more inclusive, about the data it collects 
in comparison to traditional methods. Because you do not know what 
you are looking for until you already have it, you must always have, 
standing in reserve, everything you can afford to collect.24 Second, 
it blurs the boundaries between civil and military, domestic and for-
eign, innocent and guilty. One of the most controversial aspects of the 
Snowden leaks was the risk of “incidental” collection: that in seeking to 
target a foreign individual suspected of terrorism, the NSA might also 
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collect information about Americans (e.g., because they are copied in 
an email to the target). For instance, the NSA’s Section 702–authorized 
collection of email communications is strictly limited to “domestic” 
collection. However, its techniques target not human individuals but 
electronic “selectors,” such as IP addresses or email addresses, that 
will often involve transnational data flows and multiple human par-
ticipants. The data must often first be collected indifferently and then 
“minimized” through cleaning and redaction on the basis of what is 
legally permitted and analytically useful. Here, the collection of the 
whole haystack reflects not only a technical problem but an ontological 
attitude as well. Given the post-9/11 presumption that anybody could be 
a potential terrorist, there can be no hard boundary between innocent 
and guilty. The messy, transnational flow of electronic communications 
blur the “domestic” and “foreign” until it is technically implausible to 
monitor only the latter and never the former. Finally, implicit in this 
sweeping mantra is the assumption that there must be a needle in the 
haystack: that when data, such as social media postings, marriage sta-
tus, and skin color, is stacked up high and correlated, they will discover 
reliable predictors of terrorism—that, in short, the data must hold the 
answers.25

Such data hunger was not an inevitable result of the ground facts 
of the September 11 attacks but rather involved a fair degree of politi-
cally expedient slippage. The 9/11 Commission reports did not directly 
recommend “whole haystack” collection; by connecting the dots, they 
meant a more traditional conception of cutting red tape and circulating 
existing information more effectively across intelligence agencies. One 
could even argue that the turn to bulk surveillance undermines the orig-
inal recommendation that known suspects and known trails are covered 
more thoroughly. As these new systems gathered a far larger trove of 
suspicions, the burden of investigating them would increase exponen-
tially. Consider, for instance, the national suspicious activity reporting 
initiative (NSI), created to systematically document offline surveillance, 
compiling and processing reports from patrolling officers. Created in 
direct response to the 9/11 Commission, the NSI’s data covered not 
only actual crimes or convictions but also a much lower threshold of 
suspicious behavior; NSI instructions cite examples such as “unusual 
interest in facilities, buildings or infrastructure beyond mere casual or 
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professional.”26 The NSI thus mirrors the indifferent recombination of 
electronic surveillance systems—and re-creates the latter’s problems of 
redundancy and meaninglessness, producing tens of thousands of re-
ports that have yielded almost no useful leads.27 Such initiatives were 
contemporaneous with the expansion of electronic mass surveillance 
and shared a common picture of the world of new terrorism: one where 
the biggest possible database had to be amassed and then canvassed for 
signs of suspicious activity that could predict actually dangerous or con-
victable behavior.

Even as state surveillance grew ever more expansive and indifferent, 
it also took steps to maintain its secrecy, thus producing the recessive 
relation between the public expected to know for themselves and the 
systems of datafication that withdraw from their phenomenological 
horizon. Even after Snowden’s leaks, the irony remains that most pri-
vate citizens cannot ever be sure what, if any, of their communications 
have been subject to surveillance. This forms a stark contrast to more 
“traditional” types of surveillance. American police surveillance, espe-
cially regarding poorer black communities from the 1970s onward, often 
ensured that its targets constantly encounter the naked violence of the 
state: house raids, summons to court, loud patrols, pat-downs, urine 
tests.28 There, surveillance is in your face (and all over the rest of your 
body), marking bodies and streets with its power. Data-driven surveil-
lance reconfigures these asymmetries around the problem of visibility: 
human subjects become more transparent to surveillance systems that 
become less transparent. Not only does this imbalance create a chill-
ing effect on the population,29 but it also poses new challenges for the 
accountability of surveillance. The growth of secretive, comprehensive 
surveillance systems is justified by future-oriented arguments that lev-
eraged the seemingly inexhaustible and irreducible threat of post-9/11 
terrorism. This is, in fact, a rather tricky case to make: How do you claim 
the terrorist is more unpredictable than ever while promising that new 
technologies can indeed predict the terrorist? As we saw in chapter 2, 
this involved the recessive presentation of the proofs themselves. Sur-
veillance is justifiable not because these particular people we have moni-
tored ended up trying to bomb the White House but because anybody 
(i.e., everybody) could one day decide to do so, and if such a thing hap-
pened in the future, we would theoretically be able to stop them. The 
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nonoccurrence of a posited event thus acts as an unfalsifiable proof of 
surveillance’s necessity, while the fundamental unknowability of the ter-
rorist requires that surveillance continue indefinitely and expand indefi-
nitely. The (potential and/or future) terrorist thus serves to embody the 
epistemic contradictions around state surveillance and its data-hungry, 
whole-haystack approach: Can a terrorist be “known” through data? 
Can human intentions, beliefs, morality, be predicted through correla-
tions of behavioral indicators?

The Lone Wolf

He was a dude you could always just vibe with. He liked The Walking 
Dead and Game of Thrones. He couldn’t have been sweeter. He smoked 
a copious amount of weed. He won a $2,500 educational scholarship. He 
was one of the realest dudes I’ve ever met. He was just superchill. He was 
smooth as fuck. He was not a loner. He’s not anybody like that. I mean, 
he was quiet—but not in an alarming way, he was just soft-spoken. He’s 
a Muslim, but not so religious. He was so, so normal, no accent, an all-
American kid in every measurable sense of the word.

He stopped listening to music. He quit drinking and smoking pot. (He 
started praying more, and visiting Islamic websites.) He became anti-fun. 
(He went to Dagestan for six months.) He grew a beard. He criticized U.S. 
foreign policy. “There are no values anymore,” he once said. He would 
start failing classes. In the aftermath, we know that we never really knew 
him. The contents of his closely guarded psyche may never be fully 
understood. It’s weird, they all agree. But I can’t feel that my friend is a 
terrorist. That Jahar isn’t, to me.

Such were the words of friends, acquaintances, investigative reporters, 
professors, and police workers—the authoritative “experts” in such a 
situation—about Tamerlan and Dzhokhar “Jahar” Tsarnaev.30 They were 
the “Boston bombers”: two Chechen-born, longtime Massachusetts-
resident brothers who exploded pressure cooker bombs at the Boston 
marathon just two months before the first Snowden leaks. In their wake, 
there was a frenetic public effort to rationalize this apparent cohabita-
tion of radical terrorism and “normal” American life. Whereas Tamerlan 
had already become distant and conservative after his hopes for a career 
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in boxing were thwarted, Dzhokhar, witnesses emphasized, would watch 
HBO shows, smoke weed with (white, middle-class, well-adjusted) 
mates, enroll in extracurricular activity—as if such things should have 
marked him as a normal, predictable American, someone who will see 
the world as I do, value another human’s life as I do, reject conspiracy 
theories as I do. (Dzhokhar subscribed to the theory of 9/11 as an inside 
job.) In the same way that America’s presidential candidates stuff them-
selves with hot dogs on the campaign trail, there is a search for a basic 
intelligibility or affective connectivity that allows us to try to say that 
this person is safe, that this person is not a criminal, terrorist, murderer, 
molester.

Individuals such as the Tsarnaevs were so problematic because they 
confounded the perennial (and never quite successful) effort to cleanly 
separate enemies from allies, threats, and suspects from normal citizens. 
When the killer comes trained, equipped, and identified by a group such 
as Al-Qaeda, it may be easier to declare: this individual’s being is entirely 
and, from the beginning, coterminous with violent terror. The category 
is him (and it is almost always a “him”—statistically and in the public 
imagination). To know Jahar, on the other hand, requires a narrative of 
a switch, a doubling. He must have begun as a benign, real American—
and then somehow changed into a killer. Something must have made 
him trade pot for bombs. Or perhaps he had always harbored, in the 
schizophrenic folds of a duplicitous soul, a Jihadi mind: a double, an 
infection of the unknown, the other, the dangerous, in the American 
body politic.31 Dzhokhar Tsarnaev brings into stark relief this connec-
tion between knowledge and uncertainty, between the narrative of un-
predictable terrorism and the data hunger of new surveillance systems.

* * *

Everyone called him “Abs.” He gave out Halloween candy to children 
and taught them how to play Ping-Pong. He invited his neighbours to 
barbecue.

But Khurum Shazad Butt was not the typical resident of the East 
London neighborhood of Barking. He dressed in the religious gown of a 
conservative Muslim—with a tracksuit and sneakers underneath. He 
turned up in a Channel 4 documentary, “The Jihadis Next Door.” And 
now London’s Metropolitan Police have identified him as one of the three 
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men who carried out the deadly terror attack on Saturday at London 
Bridge and Borough Market.

In June 2017, Khurum Butt and two others attacked the ordinary cit-
izens of London, and were killed in the immediate aftermath.32 The 
four years since the Boston bombings had seen numerous such attacks 
across America and Western Europe, carried out by individuals as var-
ied as refugees (or, in cases, those masquerading as refugees), security 
guards, and university dropouts. Yet the question remained: How could 
this monster be so humane? How could a human be so monstrous? 
What properties, data points, correlations, divide a normal citizen 
from a dangerous one, a bad seed, a ticking time bomb? In such cov-
erage, the sticking point was that these killers turned out to have left 
hints, that there must have been opportunities to predict and prevent 
them. Butt had previously featured in a televised documentary about 
jihadists, and two citizens had alerted authorities about his behavior 
in the months leading up to the attack.33 The police deemed him “low 
risk” but, surely, the media narrative went, more could have been done. 
Such retroactive assessments enact pseudo-therapeutic debriefings for 
the public, addressing the lingering question: How could this have hap-
pened? Like the public inquest following the September 11 attacks, they 
normalize the narrative that if only more dots could be gathered and 
connected, terrorism might be stopped, that these deaths could have 
been prevented.

Foucault wrote that a rationality exerts itself most strictly, most ex-
plicitly, not among the normal subjects who have internalized its rea-
son but with the mentally ill, the criminal, the freak—the entities that 
threaten the boundaries of the possible.34 The excluded are not those 
that lie outside reason but those who are dominated by it. Where dan-
gerous subjects have already escaped direct containment (having suc-
ceeded in carrying out their attacks), this public, collective analysis 
of their psyche seeks to restore the sense that terrorism can be pre-
dicted and that a rational comprehension of the nation’s population 
is possible. And so, these killers—sometimes construed as insane and 
psychotic beyond comprehension, sometimes closer to troubled souls 
in an accidental spiral of evil—become the focal points of knowledge 
production. Tsarnaevs’, Butt’s, and other such attacks over the 2000s 
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and 2010s were analyzed through a particular ideal figure: the “lone 
wolf ” killer, “a person who acts on his or her own without orders 
from—or even connections to—an organisation.”35 Such a definition 
seems to at least partially exclude the likes of Butt, whose connections 
to Daesh (aka ISIS, ISIL, the Islamic State) were relatively concrete.36 
But the lone wolf is as much the formulation of an affect as an in-
stitutional classifier—a figuration of vulnerability and strangeness at 
the heart of the nation. Like “national security” or “terrorism,” it is a 
flexible idea that the state uses to draw and redraw the definition of 
the enemy to meet its own strategic needs. Even as experts expressed 
concern over the lack of a clear definition,37 what percolated publicly 
was the sense that the world we live in is seeded with unpredictable, 
sudden danger. It mattered more that “Abs” played Ping-Pong with 
kids before heading out to mass murder than the detail that he acted 
with two co-conspirators.

If the Snowden files materialized the recessive relation between the 
public and state surveillance, the lone wolf performs a similar function 
at the intersection of terrorism and the body politic. Historically, the 
figure of the lone wolf itself emerged from a desire to (and a fear of) re-
main unpredictable, to become statistically indeterminate. It originated 
with not security experts but with white supremacists Alexis Curtis and 
Tom Metzger, who popularized the term in the 1990s to project the “evo-
lution” of their struggle from easily identifiable groups to anonymous 
individuals that act alone.38 The security establishment’s uptake of this 
label marks a qualitative shift in the imaginations of terrorist danger. As 
we can see with Dzhokhar Tsarnaev, the uncertainty that plagues the 
lone wolf concerns not simply the generic threat of terrorism or violence 
but also a more viral danger: a diffused vulnerability to the smallest of 
human units, where just a single outwardly normal youth is enough to 
puncture the illusion of safety through knowledge.39 The lone wolf, then, 
is a ghost, a figuration of that which lies outside the epistemic systems 
of surveillance and security. Like the residual in statistical analysis, it 
expresses the indeterminate danger that remains after every effort to 
predict and prevent. This fear of an indiscriminately distributed poten-
tial for terrorism would feed into the idea that state surveillance, too, 
must become more comprehensive, more indiscriminate, and infinitely 
data-hungry.
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This expression of increased uncertainty, once again, is met by a 
double movement typical of the recessive relation. Even as the lone 
wolf becomes the bogeyman of the indeterminable, it is made the ob-
ject of intense academic, state, and popular effort to “figure it out”—to 
fold this alien threat back into the domain of the knowable. By the late 
2000s, the lone wolf had become a prominent figure in analyses of do-
mestic terrorism. In 2009, the US government announced a “Lone Wolf 
Initiative” to correlate existing data to identify lone offenders before 
they could act.40 Already, a preemptive, predictive attitude had been es-
tablished and hinged on the ability to “know” the individual at his most 
private: How can you tell what an individual is doing in the privacy of 
his or her own home well before committing any explicitly criminal 
act? As the FBI put it in 2009: “[H]ow do you get into the mind of a 
terrorist?”41

High-profile attacks in the early 2010s provoked searches for statisti-
cally significant, and thereby predictive, variables for the lone wolf. The 
kinds of questions these studies begin by asking already express the 
hope that surely, like other dangers and threats, we shall be able to ren-
der the lone wolf knowable: “What are the demographic characteristics 
of the lone wolf?” What are their ideologies? How are they different 
from other groups?42 Here, it is not the data that “speak,” but political 
exigency, mobilizing whatever available correlations to justify action. 
Such queries, however, tended to yield results that testify to just how or-
dinary and unpredictable lone wolves could be. Many studies sought to 
isolate lone wolves’ “unique psychological and motivational factors,”43 
typically founded on a “faulty”—that is, nonnormative—environment. 
Hence, one study insists that the infamous terrorists Timothy McVeigh, 
Ted Kaczynski, and Eric Rudolph are united by a “repeated failure” to 
belong, while another speaks of a “difficult childhood” and “changes 
in personal behaviour.”44 One sampling showed that lone wolves in 
the United States have a higher-than-average chance of living alone, 
changing their address and/or losing their job in the twelve months 
preceding the attack, and having records of criminal behavior or men-
tal health problems.45 Yet each of these factors is shared by fewer than 
half of these proven lone wolves. Should the state put under watch an 
individual who loses their job and separates from their partner? Or 
someone whose problems with depression means they are struggle to 
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work regularly? Whatever formal and general property extracted from 
existing lone wolves ultimately proved insufficient to identify, predict, 
or explain their ultimate turn to violence.

In short, the effort to know the lone wolf yielded little in the way 
of telltale signs, only “many weak signals”46 too flimsy for traditional 
thresholds of suspicion or prediction. Jahar Tsarnaev was failing his uni-
versity courses, but he was popular with his Cambridge friends. Abs Butt 
was on television carrying the Islamic State flag in a London park, but 
he had given clear no indication of imminent violence to those watch-
ing him. This lack of “clear signals” keeps the lone wolf in a state of 
nonspecificity, forcing the question: What if we can never know? Most 
lone wolf killers remain mysterious in their motivations and ideologi-
cal allegiances even after the act.47 By 2019, the Christchurch shooter 
could be found deliberately mocking these attempts at rationalization in 
the messages he left behind.48 Across academic and policy analysis and 
popular media coverage (most clearly in the case of Man Haron Monis, 
instigator of the 2014 Sydney hostage crisis), there was an acknowledg-
ment that the lone wolf does not boil down into a single profile, per-
sonality type, or even definition.49 Instead of the Al-Qaeda operative or 
the card-carrying white supremacist, the lone wolf expresses the latent 
potential for anybody to become a terrorist—a structural paranoia that 
is formally analogous to the paranoia of data-driven surveillance writ 
large: not needles in a haystack but that every piece of hay could become 
a needle when you look away.

Yet the desire to know, to predict, to stabilize persisted. The lone 
wolves refused to yield simple and clear correlations for statistical 
analysis, but the political and moral pressure to capture it remained 
powerful. To fill this lacuna, assumptions and archetypes were inte-
grated into a disavowed form: “the lone wolf is impossible to predict 
or identify, but even so . . .” In the process, the “anybody” of the poten-
tial terrorist was flattened into the Arab and Muslim.50 Although the 
term itself originated with white supremacists and attacks committed 
by white Americans continued,51 the formally unknown body of the 
terrorist in our midst was silhouetted with brown and beard. Broad 
geopolitical perceptions thus find their way into working approxima-
tions of a technically unpredictable group—to the point that “recent 
conversion to Islam” alone (rather than religious fundamentalism in 
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general or specific extremist doctrines, such as Salafi jihadism) be-
come cited as possible predictors for lone wolves.52 In 2017, a leaked 
document detailed a survey used by FBI agents to determine the risk 
of violence posed by suspects.53 Alongside questions about “weak in-
dicators” (Has the subject participated in activities such as paintball 
or laser tag?), it instructed agents to ask questions: Has the subject 
undergone religious conversion recently? Has he or she “articulated a 
desire to conduct violent jihad or achieve martyrdom”?54 To be sure, 
the threat of terrorism by self-professed Muslims of Arab descent was 
an immediate and acute one for post-9/11 America. The point is that 
this specific figure of the Muslim extremist often became conflated 
with, and stood in for, the allegedly unknown lone wolf. This is exem-
plified by Mohamed Badguy, a fictional name used in NSA slides to 
provide examples of the targeting process. He is joined by an equally 
cartoonish “Mohammed Raghead,” which the NSA used as a place-
holder for surveillance memo templates (figure 3.1).55 As we will see 
in chapter 5, scenarios, exemplars, and simulations reveal much about 
what kinds of assumptions and provisional designations “stand in” for 
the as-yet unknown.

Figure 3.1. Examples from an internal Targeting Rationale document leaked by Snowden.
Source: Document available through the nonprofit National Security Archive, “Targeting 
Rationale,” National Security Archive, n.d., https://nsarchive2.gwu.edu/NSAEBB/NSAEBB436/
docs/EBB-125.pdf.
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Figure 3.2. Dzhokar “Jahar” Tsarnaev on the cover of Rolling Stone in 2013.
Source: Janet Reitman, “Jahar’s World,” Rolling Stone, July 17, 2013, http://www.rollingstone.com/
culture/news/jahars-world-20130717.
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Purifying the Body Politic

Four months after the Boston bombings, Jahar Tsarnaev made the 
cover of Rolling Stone. His face received a “dreamy,” “glam” treatment56 
that recalled rock stars and other acceptably transgressive youths who 
had been the magazine’s bread and butter (figure 3.2). Predictably, the 
cover generated a great deal of outrage; a local councilor lamented that 
the killer had been “marketed as a hero, a misunderstood teen.” The 
controversy around the humanity of Jahar reflected the fragility of the 
boundaries securing the normal from the deviant. Western discourse 
on the terrorist has frequently invoked the ancient frame of the mon-
ster, the disturbing entry of fundamentally unintelligible and strange 
deviance into the normal and the internal.57 This becomes visible in the 
tendency to classify each new terrorist as psychologically insane and/or 
an inhuman embodiment of evil. Such classification often occurs very 
quickly, before even the basic timeline of events has been accounted for, 
and the activity is not only emotional but heavily moralized, with accu-
sations of terrorist sympathies leveled at politicians or citizens unwilling 
to go the distance. This injunction to classify and condemn responds 
to the uncertainty raised by each new attack, such that the attempt to 
write each killer off as crazy or evil reflects the felt need to somehow 
define and reduce these frightening possibilities. In fact, the boundary 
work performed here is a straightforward extension of what occurs in 
more “banal” genres of reality television, crime and police shows, or 
the routine circulation of viral stories online about crime and stupid-
ity.58 Encouraging audiences to laugh at idiotically failed robberies or to 
condemn drug-addicted fathers leaving their infant children to die, such 
media perform the everyday separation between the dregs of humanity 
in our midst and the normal, upstanding citizens. This neat, sanitized 
splitting of the population in the cultural imagination allows the crisis of 
unknown dangers to be folded back into the existing order. What cannot 
be known and accounted for, can at least be cleaved away as the heart of 
darkness in the global social fabric.

As Foucault showed, any regime of knowledge is defined by what it 
considers knowable and what it renders invisible and unsayable. This is 
not the distinction between what statements are accorded the status of 
truth or falsehood but what kinds of statements are eligible to play the 
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game in the first place. Judith Butler derives from this a matrix of inclu-
sion/exclusion: to be a subject is not necessarily to be what dominant 
power relations tell you to be but to define your being in their terms.59 
Often, the price of refusing this bargain is not to become a resistant or 
alternative subject but to become unintelligible. As a label, the lone wolf 
describes American society’s effort to take the unintelligibly Other—a 
being which transgresses the basic obligations of citizenship—and 
somehow reintegrate this unknown into grids of intelligibility, even as 
this very move forcefully restates the monstrous otherness of the un-
known. It is a practical and strategic need, as the state tries to figure out 
where to devote its resources and which kinds of civil rights to suspend 
in what cases. At the same time, this pursuit of this unintelligible mon-
ster subjects everyone else to surveillance’s regime for converting bodies 
into facts—a process that does not take hold equally but treats different 
kinds of bodies to different kinds of factmaking.60

This boundary work, managing the limits and directions of security 
practices as well as public moralizing, becomes all the clearer when we 
consider the changing meaning of the lone wolf itself. Having become a 
household word through the figuration of Arab Muslim extremists (and 
thus forgetting its origins with white supremacists), the lone wolf re-
mained definitionally unstable. The question of whether a given terrorist 
was a lone wolf, and whether they could have truly been preempted by 
data-driven surveillance, was posed less as a technical question than as 
a heavily moralized and political one. In 2017, Stephen Paddock, a white 
sixty-four-year-old former accountant, shot into the crowd at a music 
festival from a Las Vegas hotel overlooking the venue. Paddock’s use of 
modified automatic weapons ensured that it was the deadliest shoot-
ing in modern American history, with more than fifty deaths and five 
hundred injured. Yet Paddock had not expressed Daesh sympathies,61 
had no history of mental illnesses, and indeed left no evidence of a co-
herent motive, killing himself before the police could apprehend him. 
It was a violent reminder that white men, rather than young, antisocial 
Muslim youths, have continued to be the single largest contributing de-
mographic to mass killings in the United States. In the wake of the at-
tack, as politicians and the public again sought to categorize what had 
happened, the category of the lone wolf became a hotly contested object. 
Donald Trump reprised the stereotype by calling Paddock “sick and de-
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mented” in the absence of any evidence or diagnosis. State authorities 
chose to characterize Paddock as a lone wolf—but not a terrorist. The 
lone wolf thus functioned as a way to reserve judgment about the killer, 
effectively shielding him from the rapid separation as a monster that 
other shooters had been subject to.

This usage of the lone wolf was quickly criticized. Commentary 
across The Washington Post and other outlets argued that the category 
functions as an “out” for white killers: a relatively benign and noncom-
mittal characterization that takes a softer touch compared to “terror-
ist.”62 Juxtaposed against the quick suspicion of every brown killer as 
“terrorist,” the lone wolf now appeared symptomatic of the country’s 
wider failure to recognize the clockwork repetition of mass killings by 
white perpetrators. The usage of the lone wolf as an evasive category 
again demonstrates how such acts of identification are based less on 
the realist emergence of novel threats and more on the shifting political 
needs for the right kind of silhouette. The state authorities’ reluctance to 
use the label terrorist on Paddock, despite many definitions at state and 
federal levels employing a broad definition of the term with no religious 
or ideological qualifier,63 is telling. Having enacted a recessive relation 
with the uncertainty of “new” terrorist threats, the figure of the lone wolf 
was now used to occlude the truly diffuse nature of this threat—instead 
isolating it into the mad, the evil, the nonwhite, the Other.

And so, from the white supremacists of the 1990s through the Mo-
hammed Badguys to the whiteness of Paddock, we come full circle. The 
lone wolf is clearly neither white nor brown in essence; it bends to po-
litical will and accumulated prejudice. The efforts to datafy, categorize, 
correlate, predict, entail a promise to leave behind biases and politicized 
assumptions. But this very promise of epistemic purity, this “sterility” of 
data-driven knowledge, is what allows bias and politics to smuggle their 
way back in. In the war on terror, the lone wolf was an instrument for 
dividing bodies into safe and dangerous, humane and monstrous, citizen 
and enemy—an act of division that, of course, subjects the entire popu-
lation to measurement and observation. It betrays a desire for purity, 
for sterilization, for separation, which Latour would tell us is baked into 
modern systems of knowledge: to cordon off the unknown and declare 
the inside a clean space where the bad guys are kept out. The act of dis-
tinguishing Paddock as a disturbed lone wolf from the brown terrorist 
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serves as a way to quarantine this white killer as a deviant case, a not 
fully human case: he is just a crazy wacko. This rhetoric preserves the 
essential distinction between American Us and Muslim extremist Oth-
ers. The modern idea of security is, at its core, a fantasy about certainty 
through sterilization, one that equates purity with safety: put a hermetic 
seal on the borders, ensure everybody on board is accounted for, and 
quarantine every unpredictable element. Here, we find one important 
set of political stakes to technologies of datafication. This is not to say 
that Bayesian methods or statistical prediction inevitably result in an art 
of government that separates, quarantines, excludes, and eliminates. But 
databases offer ways to cut and cordon populations above and beyond 
the muddy ways in which fleshly bodies circulate, and predictive recom-
mendations offer ways to categorize and determine individuals well in 
excess of other forms of evidence-based judgment.

The nexus of data-hungry surveillance systems and the monstrous 
figure of the lone wolf operationalize uncertainty—not by resolving 
it into calculable certainties but by legitimating new public rituals of 
purification and rationalization. Enduring social imaginaries around 
terrorism and deviance, America and race continue to feed into the 
speculative folds around surveillance and its data. The technically un-
known outline of the lone-wolf killer is thus silhouetted into the Arab 
Muslim (whether frighteningly sober or dangerously deranged) or the 
mad white man as exception. Uncertainty is not a void but a space for 
filling in with convenient truths.

Such operationalization of uncertainty serves immediate practical 
and strategic functions. It allows for the justification of expansive sur-
veillance, the creeping extension of everyday racism, or a rhetorical and 
affective repair of the sense of normality that allows us to keep going 
out onto the streets the day after an attack. In chapter 1, I linked the 
technological fantasy of data’s purity to its bid to become society’s new 
groundless ground: the unprovable, collective belief that a stable and 
objective reality exists out there and that data can mine it, extract it, 
and bring back home a slice of that knowledge. The fabrications sur-
rounding the lone wolf manifest this fantasy in concrete ways. Contrary 
to its initial appearance as a figuration of the unknown, the lone wolf 
soon became useful as grounding for state surveillance and the war on 
terror. The journeys into the deep interior of the killer’s psyche involve 
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a search for the kind of “raw” truth that can authenticate our theories, 
rationalize the unintelligible, and maintain the collective belief that bet-
ter knowledge is possible. Rationality and knowability are protected not 
by an impossible eradication of all that lies outside it but by designating 
the latter to its rightful place. In the high-stakes context of lone wolf ter-
rorism, the pursuit of datafication is driven by the idea that there must 
be some correlation, some data point, that can allow us to decode the 
hidden logic that turns “troubled teens” into suicide bombers. This ne-
cessity of a grounding leads surveillance more generally on a constant 
search for whatever is most amenable to observation, collection, quanti-
fication, and correlation. Yet this data must also remain authentic, “raw,” 
maximally protected from the vagaries of human interpretation. Hence, 
the investment into biometrics and other traces of the body as the next 
frontier in state surveillance—and, as we shall see in the next chapter, 
the concurrent boom in the business of self-surveillance.

The Body That Speaks

The pursuit of the lone wolf began with the projection of a radical 
uncertainty and then a series of attempts to operationalize that uncer-
tainty through ever-expanding, ever-hungry surveillance systems. These 
systems depend on the belief that the human body will and must speak: 
that its movements, its actions, and its demographic properties will 
eventually yield calculable patterns and predictive certainty. Investiga-
tions into the psychic life of the Other contribute to this projection of 
the natural or objective body, insofar as it seeks an empirical source that 
speaks the truth and that can be forced to speak the truth, independent 
of the subject’s intentions.

The body, of course, does not always speak—or, at least, not in the 
way we want it to. Predictions fail, and terrorist attacks succeed. What 
then? As we saw with the likes of Dzhokhar Tsarnaev, a protracted pub-
lic debriefing ensues. They emphasize the could-have-beens, the missed 
opportunities: we just needed to gather more data, connect more dots. 
Indeed, such debriefings function as paradigm repair, restoring the gen-
eral narrative that surveillance is necessary and datafication will find the 
truth. Chapter 5 examines the results of this doubling down: a rationality 
of “zero tolerance,” which again fields the fantasy that the law and the 
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state might impose a pristine, error-free grid of knowledge on human 
bodies and intentions.

In this pursuit of predictive material, the human individual becomes 
Deleuze’s dividuals: people cut up into a wide array of data points, split 
and fed into algorithms.64 The recessive ambivalence around the lone 
wolf corresponds to this delegitimization of human-infected truths. We 
cannot know the lone wolf, for human subjects cannot be trusted to 
be sufficiently honest, sufficiently rational, and sufficiently consistent 
to provide the early warning signs. Meanwhile, an alternative produc-
tion line for reliable facts emerges: the machine, with its boundless data 
amenable to infinite recombination, harvesting from the body what the 
subject is unwilling or unable to tell.

At the same time, these dividual points constantly refer back to the 
presumed unity of the body. There is a constant effort to take these di-
vidualized data points and use them to reassemble, a coherent body, 
a coherent subject. This paradox comes to the fore in the case of self-
surveillance, whose promise of knowledge for self-improvement hinges 
on this undercutting of the conscious subject. In contrast to the Big 
Brother overtones of government surveillance systems, self-surveillance 
is often promoted as a democratization of big data technologies. The 
search for knowledge turns from the “out there” to the “in here,” from 
the secrets of arcana imperii to the mystery of one’s own body. Here, we 
find the same anxieties around uncertainty, complexity, and visibility—
but now woven into the problem of “knowing oneself ” in our private 
and domestic lives. Even as the public is called on to fulfill its duty to 
know for itself and the individual is enjoined to know thyself, we find 
that the good liberal subject is increasingly divested of the authority it 
once supposedly commanded.
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Data’s Intimacy

Walking, sleeping, talking: it’s the stuff of everyday life. 
Add sensors that track all of it, and suddenly everyday life 
becomes an opportunity for knowledge.
—Nick Wingfield, “Gauging the Natural, and Digital, 
Rhythms of Life”

You sleep.1 A thin, rectangular strip, slipped unobtrusively under the 
bedsheet, senses your arrival, your movement, your resting heart rate, 
your respiration cycle, and more besides. The smart sensors on the 
strip collect the data and transmit it wirelessly to the cloud for analy-
sis.2 When you wake, your consciousness is greeted by a numerical sleep 
score on the smartphone app screen: a simple distillation of the many 
data points, and their estimated relationship to sleep quality, into a score 
out of a hundred. The information collected by such machines remain 
fairly rudimentary and often woefully ignorant of context. Yet even as 
the devices remain imperfect, their deployment already embeds a certain 
communicative network into the rhythm of everyday life. The machine 
delves deep into the body, leveraging the latter’s constant, nonconscious 
discharge of material traces. In doing so, these devices promise to mea-
sure what the human cognition and intuition cannot. Only afterward, 
bleary-eyed, does the conscious subject enter the picture.

* * *

June 2015, San Francisco. Ariel Garten, the same entrepreneur who had in 
the introduction spoken of humanizing technology, was now explaining 
her flagship product to an audience of Quantified Selfers (QSers).3 A thin 
headband would pick up electrical activity in the brain by adapting elec-
troencephalography technology well known in neuroscientific research. 
The hardware is then paired with a smartphone app, where signs of dis-
traction and stress will trigger the sound of strong winds, and a calmer 
brain will soothe them. Garten explained that the meditation augmenting 
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device “gives you an experience of yourself. It’s not a quantification, it’s not 
a number, it’s not a data point . . . you’re really hearing yourself for the first 
time.” This empowering rediscovery of the self depends on machines that 
speak to my body in ways that I cannot—and, Garten hoped, machines 
that would eventually go on to optimize what it sees. This intervening, 
nudging, conditioning relation seeks to establish the technology not as an 
instrument but as a part of the subject’s prereflective equipment for sens-
ing their own bodies, the “feeling of their own feelings.”4

Today, machines observe, record, sense the world—not just for us 
but sometimes instead of us (in our stead) and even indifferently to us 
humans as well. If state surveillance sought direct access to the body 
that speaks as a way to outwit and preempt the malicious intentions of 
would-be terrorists, the same principles for extracting the truth from 
the body are also unfolding at the levels of consumer activity and life-
style. Such tracking serves a plurality of interests. Scholars have ex-
plored how individuals might engage with the tracking on their own 
terms, actively negotiating with the commercial and technological af-
fordances in a practice of “soft resistance.”5 For individual users, the 
technology provides a platform for long-standing desires for archival 
and communication—to find new ways to remember myself, to tell sto-
ries about myself.6 At the same time, the rapid growth of the tracking 
industry has hastened its integration into the data market writ large. 
Where specific forms of human behavior have long been regimented 
into formal scenarios amenable to surveillance and datafication—the 
testing of schoolchildren, the scoring of credit, the upkeep of medi-
cal records—everyday life presented many little cracks through which 
usable, profitable data could be lost. Wearables, home monitors, and 
smartphone apps thus seek a persistent, fine-grained capture of the per-
sonal and the mundane, persuading individuals that whatever knowl-
edge they had formed about their own everyday health, happiness, or 
productivity is better off superseded by the analysis of the smart ma-
chine. This chapter argues that self-surveillance renders the personal 
machine-readable, enacting the duality of fabrications: the pursuit of 
self-knowledge reshapes self-knowledge in data’s own image, in terms 
of not only the resulting analysis but the machines, methods, and dis-
positions that are required to become a persistent part of everyday life 
to produce that knowledge.
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In seeking to advise, correct, and even overrule individuals about 
their own self-knowledge, technologies of self-surveillance introduce 
their own tendencies around what counts as data about the self and 
what counts as an objective processing of that data. On one hand, self-
surveillance is consistently justified through the fantasy of honeymoon 
objectivity, in which the veridical authority of technoscience is juxta-
posed to seemingly inherent irrationalities of the human subject. But 
what does it mean to define rational as something that is inhuman? In 
How Reason Lost Its Mind, Paul Erickson et al. argue that this “idea that 
machines might reason better than human minds was alien to Enlight-
enment thinkers.”7 If the human exercise of reason was an irreplaceable 
foundation for classical liberal thought, the Cold War saw machinic ra-
tionality, composed of formal, algorithmic rules for processing informa-
tion, overtake the former in epistemic priority. Of course, a simple linear 
narrative in which human reasoning increasingly loses out to machines 
occludes the qualitatively different styles of reasoning introduced by 
technologies of datafication. The smart machines in this chapter advance 
a specific method of fabrication in which trivial traces left behind by 
the body and its most mundane activities are revalorized as the secret 
clues to one’s health, happiness, and productivity. It extends and modi-
fies a tradition of what Carlo Ginzburg called conjectural knowledge: 
“an interpretive method based on taking marginal and irrelevant details 
as revealing clues.”8 Ginzburg cites the example of the “Morelli method” 
in the nineteenth century: a painting’s provenance would be identified 
not through visibly meaningful elements but through unreflective and 
trivial patterns, such as how the ear tends to be drawn. In this method, 
or Freudian psychoanalysis directly influenced by it, the clues involve a 
certain indifference to the foregrounded relation of meaning-making, to 
the conscious intentions of the creator or the experience of the patient.

Decisions of political and moral import are embedded in such meth-
odological habits. It entails selecting what kinds of data might serve as 
clues, and what kind of rationalization—and by whom—might prop-
erly interpret those clues. A similar selectivity is also baked into data 
analytics, most clearly with artificial neural networks.9 At one level, the 
machine might be “left alone” to discover what correlations in the data 
might be relevant for delivering the desired result, such as the classifica-
tion of faces by race and gender. Underlying this seemingly autonomous 
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function, however, are the ultimately human, ultimately groundless de-
cisions about what kind of training data to feed the network, what kind 
of initial classifiers to be used, and even the basic assumption that, for 
instance, homosexuality can be and should be predicted on the basis 
of facial images. With self-surveillance, it is the traces most amenable 
for data-driven prediction, and the traces most cheaply accessible to ex-
isting sensors, that become privileged as the objective keys to the holy 
grail of self-knowledge. Through this contingent mixture of technical 
affordances, commercial imperatives, and convenient assumptions, 
self-surveillance begins to perpetuate its own style of reasoning about 
what counts as a clue to the truth of the self, how those clues should 
be analyzed, and why machinic sensibility is to be trusted over human 
experience.

These emergent styles of reasoning were justified—and more than 
justified, made attractive—through a technological fantasy of data’s in-
timacy: the idea that machines will know us better than we know our-
selves and that through these friendly devices, we will also achieve better 
self-knowledge. It is a kind of “knowing” that interweaves modernity’s 
epistemic virtues of accuracy and objectivity with existing cultural sen-
sibilities around individual empowerment, spirituality, and the care of 
the self in neoliberal times. In contrast to state surveillance and the war 
on terror, data’s intimacy thus promises to bring datafication close to us 
and to reverse the worries that individuals will be left behind by reces-
sive technologies. But once brought close, these smart machines have 
a way of making the personal a good deal more complicated. As such 
networks reconfigure the production and circulation of “personal” data, 
they also redistribute the actors and authority involved in the produc-
tion of “self ”-knowledge. Who (and what) produces data about the in-
dividual? How is it fabricated into the status of truth, as knowledge? 
Precisely because these smart machines stick so close to us and promise 
“insights” that upturn our own ideas about ourselves, my epistemic rela-
tion to “myself ” becomes rerouted and externalized—betraying the old 
fiction of im-mediacy embedded in the word myself.

The expanded frontiers of datafication, carved out by self-surveillance 
in the name of intimacy and personal empowerment, inevitably serve 
as fertile ground for data extraction and recombination. This chapter 
traces how even as self-surveillance was popularized through the al-
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lure of personal choice and control, the mechanisms of data collection 
and fabrication created this way are increasingly being leveraged for 
populational surveillance and control by state and corporate entities. A 
fitness-tracking wristband, originally developed for individuals to as-
semble new clues about their bodily activity toward personal improve-
ment, now supplies insurance companies with clues for the distribution 
of monetary risk across the client population. At the same time, the state 
seizes on this data as a new pipeline for juridico-legal truth, producing 
situations in which my own smart machine might testify for or against 
me in court. The result is the kind of subject, and the kind of truths, 
most compatible with the data-driven society’s systems of labor and 
value production.

The World of Things

The sleep tracker (Beddit) and the meditation augmentor (Muse) were 
both in San Francisco that day, having turned up for the 2015 Quantified 
Self conference. The Quantified Self (QS), a community of self-tracking 
experimenters, received the name through two Wired veterans in 
2007; by 2015, it had spread to dozens of cities globally, with regular 
conferences across Europe and America. As a hub for connoisseurs, 
enthusiasts, and visionaries, QS constituted an overlapping but distinct 
space from the industry or market writ large, within which a certain 
subcultural traffic of ideas could occur. Such spaces helped crystallize a 
narrative, connecting individual technologies, such as Beddit and Muse, 
toward a futuristic vision of an individualistic, objectively known, con-
stantly improving, data-driven human. As Kevin Kelly, QS’s co-founder 
and a longtime evangelist for computing technologies, put it,10

[t]he central question of the coming century is Who Are We? What is 
a human? . . . Many seek this self-knowledge and we embrace all paths 
to it. However the particular untrodden path we have chosen to explore 
here is a rational one: Unless something can be measured, it cannot be 
improved.

By the early 2010s, this call to track the self was finally—after decades 
of premature excitement—achieving widespread popularity.11 Market 
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estimates pegged the sale of “wearables” (from fitness bands to smart-
watches) at 15 billion USD in 2015,12 with more than twenty million 
units shipped worldwide in the third quarter alone.13 This generation of 
self-surveillance involved numerous overlapping kinds of technologi-
cal inventions,14 connected by their practical orientation towards the 
data-driven monitoring of human bodies in their most quotidian activi-
ties for improved predictivity. Some attached themselves prosthetically 
to the body in movement, extending on decades of experimentation in 
wearable computing devices.15 Others were embedded in the domestic 
environment, marketed as “smart” appliances that could monitor babies 
or reduce energy waste. In most cases, these devices depended on two 
recent technological affordances. Sensor technology had improved suf-
ficiently16 to allow affordable and miniaturized products—which could, 
by the late 2000s, rely on cloud computing and wireless networks to 
establish frequent, around-the-clock machinic communication as a 
norm (at least in many parts of North America and Europe). This boom 
in self-surveillance was itself knitted into an even broader narrative of 
the Internet of Things (IoT), itself a reprisal of ubiquitous computing, 
ambient intelligence, and other theories of smart machine networks that 
predated the World Wide Web.17 IoT was hailed as the tech trend “that 
will define 2014,” an innovation predicted to hit the big time in 2013, a 
tech “about to go macro,” or, even, one of the decade’s defining inno-
vations that will have “invented the future.”18 Never mind that various 
connected appliances, such as “smart” refrigerators, had been launched 
and relaunched over the previous two decades;19 like self-driving cars 
or remote work, IoT and self-surveillance weathered generations of dis-
appointments with yet another reboot.20 These associations with IoT 
and big data only reinforced the contemporary perception that self-
surveillance was at the vanguard of the latest technological revolution. 
Journalistic prognostications, industry investment, well-connected 
visionaries (or, as Fred Turner calls them, network entrepreneurs21), 
early enthusiasts, and media-friendly prototypes combined to illumi-
nate a delightful and empowering proximate future—a future of better 
self-knowledge.

As these devices began to achieve popularity beyond the Bay Area or 
“techie” communities, the public presentation of self-surveillance also 
grew diffused and multifaceted. QS was just one part of this landscape—
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and at any rate, the community itself represented no singular set of 
subjects or attitudes. Gary Wolf and Kevin Kelly, QS’s co-founders, 
explicitly advocated a decentralized approach to community building 
and sought to provide maximally loose guidelines that would knit inter-
national practitioners into a textual community. The relative openness 
of QS gatherings attracted not only amateurs showing off their eclectic 
garage experiments but also journalists, academics, and “quantrepre-
neurs”22 that might canvass the community for their upcoming com-
mercial product. Meanwhile, the fast-growing sales of mass-produced 
tracking products during the early 2010s produced a large, if still na-
scent, industry—one that interpellated its consumers as individuating 
themselves through mass consumption. If the widely celebrated turn to 
big data involved projects of indiscriminate surveillance and totalizing 
archives among government agencies and of exhaustive consumer pro-
filing, personalization, and predictive management amongst commer-
cial platforms, then a similar set of technologies were beginning to spark 
a distributed landscape of connoisseurs, self-experimenters, start-ups, 
academic researchers, and industry heavyweights converging on a cer-
tain “personal” application.

In this emergent period, self-surveillance was part big business, part 
big dreams: a mix of imperfect, often prototypical devices and ebullient 
futurism. The latter should not be mistaken as mere rhetoric, a hyper-
bolic bubble frothing over a more modest reality. The production and 
presentation of these visions were meaningful historical actions that 
sought to organize how the public understood these new emerging re-
gimes of knowledge. The question here is not to sift “real” technological 
innovations from mere hype or to evaluate the success or failure of this 
or that technology but to assess how the actual and ideal intersected 
to produce new epistemic relations among big data, smart machines, 
and individual human subjects. In his final works, Foucault sought to 
undertake what he called alethurgy. “Etymologically, alethurgy would 
be the production of truth, the act by which truth is manifested”: not 
“What truth?” but which actors and forms accrue the status of produc-
ing truth.23 In the case of self-surveillance, the question is how society 
organizes the self ’s ability to speak its truth, to make itself intelligi-
ble. The conditions under which individuals are encouraged to know 
themselves, and the technological design that configures their ability 
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to datafy themselves, structure the ways in which we make ourselves 
intelligible to ourselves in the first place.24

Data’s Intimacy

These fantasies of relentless measurement for comprehensive self-
knowledge communicated a certain sense of intimacy. Where the word’s 
recent usage in theories of media have often focused on connotations of 
human togetherness and affective transmission,25 its roots in intimus, the 
inmost parts of the self, tells us that this proximity can apply elsewhere. 
Our understanding of intimacy as love, friendship, or other forms of 
human togetherness remind us that even as we hope intimacy makes us 
whole and puts us in touch with ourselves, it can also be a disruptive and 
fraught process that opens us to vulnerability and otherness. Intimacy 
is not just about getting “in touch” with our inner selves; it also turns 
us inside out. One important sense in which self-surveillance produces 
intimacy is that it establishes a new sense of proximity or access between 
the machine and the body, the machine and the body’s truth—which 
relation seemingly authorizes the truth value of machine-extracted data. 
At a thematic level, we may subdivide this intimacy into a tripartite fan-
tasy: (1) of a truly personal self-knowledge, superseding the population 
as a unit of analysis; (2) of technology not as discrete tools but a persis-
tent and ubiquitous background; and (3) the emancipation of ordinary 
folk from their subjection to top-down surveillance, turning them into 
independent entrepreneurs of their own data. Together, these narratives 
promote a “healthy” skepticism of human intuition and experience and 
a corresponding faith in machinic sensibility.

1. Small Data

The advent of self-surveillance was positioned as an individualizing 
upgrade to the population as a unit of analysis and knowledge. The lat-
ter’s development over the eighteenth century had constituted an effort 
to “know” a human multitude that was threatening to grow beyond 
traditional means of approximation, especially lived intuition.26 Popula-
tional data allowed the individual to compare themselves to their proper 
category or even to approximate one’s individual value when it could not 
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be directly measured. Many QSers framed their own motivation to self-
track as arising from frustrations with this averaging calculus. If people 
seem to respond to caffeine or cardio exercises in different ways, how 
can I figure out what “works” for me? The idea was that self-surveillance 
could answer, in ways that traditional, limited-sample populations could 
not (or could only roughly) predict how I personally would fare.27 QSers 
argued that whereas older life-hacking techniques, such as self-help 
books, might insist on a one-size-fits-all solution applied to a gener-
alized cohort, self-surveillance would help you discover what protein 
shakes or fish oil is really doing in your specific, individual case.28

The recurring insistence on the “unique data point” marks a partic-
ularly self-oriented (or, in the eyes of some commentators, “narcissis-
tic”)29 mode of knowledge. Two centuries ago, Alphonse Quetelet had 
devised the average man (l’homme moyen) as an ideal fiction to under-
stand each individual by; it was as if a “new kind of object” had been 
brought into the world, as real as a tree or the planet.30 Self-surveillance 
now sought to overcome this specter. “n = 1” was a key phrase within QS 
and the wider industry discourse—as both an expression of a technical 
distinction from populational sampling and a slogan for the technol-
ogy’s beneficent attention to individuals.31 Of course, things are rarely 
so clean-cut into binaries; with big data, “personalisation is the upshot 
of mass production” and vice versa.32 I will later show how the statistical 
norm and other figurations of populational thinking loom large over 
each piece of “small data,” indexing the latter in terms of the former—
both through subjects who feel they need it to give meaning to their 
self-knowledge and through wider corporate systems of data capture 
and exchange.

“n = 1” illustrates the ideal of a new proximity between sensing ma-
chines and the individual body, recalling Hansen’s twenty-first-century 
media. Smart machines seek to bypass the unaware, error-prone, un-
cooperative, and otherwise recalcitrant subject to get straight to the 
(allegedly) objective realm of bodily data.33 This forms a stark contrast 
to techniques of confession and avowal that had often (although not 
always) characterized the search for individuals’ truth in the West. Fou-
cault gives us a remarkable story in this regard: François Leuret, the 
nineteenth-century psychiatrist, and his singular method for treating 
delusions. A patient stands under a shower. Leuret insists: there is noth-
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ing true in your delusional claims about reality. The patient: I know what 
I saw and heard. Leuret: You will receive a shower until you avow that 
everything you have said is pure madness.34 The shower is ice-cold. The 
patient: I avow, but only out of compulsion. Another shower. I avow . . . 
All this, Foucault says, has little to do with persuading the patient and 
everything to do with leveraging the subject’s veridical authority toward 
the official proclamation of their madness. Elsewhere, he notes that the 
physician, in general, is “someone who listens . . . not because he takes 
them seriously  .  .  . [but to] cut through the speech of the other and 
reach the silent truth of the body,”35 a methodology that psychoanalysis 
would adopt on its own terms. This is the game self-surveillance seeks to 
transform. In the proximate future of self-surveillance, there is no need 
for the subject to sign on the dotted line, at gunpoint or otherwise; the 
truth is always already communicated from body to machine before the 
subject has said a word.

2. Background

The turn to “n = 1” involves a certain precision, a narrowing onto the 
individual—but a precision that is enabled and accompanied by scalar 
expansion. In promising to administer truly individual analyses, self-
surveillance zooms in on the idiosyncrasies of the singular body. Yet if 
this rhetoric of personalization evokes a sense of relational intimacy, we 
should remember that personalization in the age of new media—of tar-
geted advertisements, algorithmically curated news content for online 
users—was largely achieved by and for expansive systems that integrate 
individual actions and tendencies into populational metrics. Small data 
is not at all opposed to the big. Self-surveillance’s personalized knowl-
edge has as its essential technical requirement a deeply and widely 
embedded system of persistent measurement, whose invisible ubiquity 
may now be presented as a positive selling point to the consumer. The 
corollary is that as self-surveillance practices multiply across different 
devices and contexts, they also start to disappear from individuals’ expe-
riences of embodied living.

Self-surveillance technologies thus aspire to, and increasingly realize, 
an environmental and atmospheric form of everyday presence: a back-
ground. They seek to become “part of the furniture,” rather than stand-
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ing out as discrete and actively used tools, spatially bound archives, or 
specific and purposeful queries. By the early 2010s, devices were begin-
ning to accompany users to the bed and the bathroom, in their walks up 
the stairs as well as runs in the park, in their phones, and, literally, under 
their skin. Previously, it was more likely that measurements would be 
confined to specific and comparatively stable classes of objects and situ-
ations; the bathroom weight scale, the diary or journal, the doctor’s of-
fice, and even the relative discreetness of the desktop computer. The shift 
toward ubiquitous sensors and prosthetic devices entails a qualitatively 
distinct form of surveillance.

Consider the ominously named “Mother”—whose branding appears 
a conscious play on the trope of Big Brother. Mother involved attaching 
a pack of small, nondescript “motion cookies” to domestic objects, such 
as toothbrushes and pillboxes (figure 4.1). The cookies’ motion, temper-
ature, and proximity sensors would continuously monitor whether the 
keys have been picked up or the front door has been opened. Although 
each given implementation is rather nonspectacular, such tools point 
toward a domestic environment where tracking passes from a specific 
action to a general fact. As one industry insider put it, a “planet with a 
nervous system.”36 Self-surveillance thus begins to implement, in con-

Figure 4.1. The Mother device would collect data from small “motion cookies” attached 
to household objects. The product, advertised as a “universal monitoring solution,” was 
briefly available between 2015 and 2018.
Source: “Mother.” sen.se. Accessed March 29, 2016. https://sen.se/mother/.
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crete terms, another small part of a fantasy that has existed since at least 
the 1980s: of computer technologies made “invisible,” melted fully into 
human being-in-the-world.37

The most profound technologies are those that disappear. They weave 
themselves into the fabric of everyday life until they are indistinguishable 
from it . . . Hundreds of computers in a room could seem intimidating at 
first, just as hundreds of volts coursing through wires in the walls did at 
one time. But like the wires in the walls, these hundreds of computers will 
come to be invisible to common awareness.

Such descriptions emphasize a certain convenience—a seamlessness 
of use that Erich Hörl describes as a “sinking back into the incon-
spicuousness of the ‘ready-to-hand.’”38 Not quite, or not simply so. 
In Heidegger’s classic formulation, vorhandenheit, presence-at-hand, 
describes situations where tools protrude into conscious human 
experience; in zuhandenheit, ready-to-hand, they withdraw into the 
background of use. In the case of self-surveillance, the primary dis-
tinction here is between objects that present themselves as sets of 
instrumental functions, to be activated by the user-subject, and an 
environment that prefigures, anticipates, and operates independently 
of the human individual. Furthermore, smart objects build robust 
communicative channels between themselves while often bypassing 
the human subject. In “anticipating” and “responding to” signals, as 
the digital assistant Siri does to a human voice, these devices effectively 
“modulate the intelligibility of space and time” for humans and non-
humans around them.39

These environments extend the well-documented internet-age ten-
dency toward a phenomenology of distraction and abundance.40 By 
building a complexity of automated observations and communications 
across various sensors, the human user is positioned not as a central-
ized controller but a responsive actor who is alerted, interrupted and 
otherwise “lead on” by the smart environment. One entrepreneur put 
it in terms of a “practice of noticing”41—a machinic habituation of 
human attention that would cultivate the desired (in this case, produc-
tively focused) consciousness to begin with. From a business standpoint, 
backgrounding was also important for cultivating a long-term market 
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beyond loyalty to a single product or style. Many QSers and lay users 
initially turned to self-surveillance to resolve specific problems with 
their health or productivity; a widely aired note of caution was that for 
every tracking device that sold millions, hundreds of thousands were 
being quietly shelved and forgotten once the honeymoon was over. Fit-
bit, the exercise tracking wristband at the forefront of the push toward 
a broader market, was at one point nicknamed “Quitbit” for its low rate 
of user retention.42 These weaknesses pushed industry actors to search 
for new ways to embed self-surveillance into an open-ended, indefinite 
relationship.43 Even as self-knowledge became more comprehensive and 
ubiquitous than ever, it also began to recede into the background and 
out of subjects’ conscious engagement. To engage a machinic reading 
of ourselves is not so much to turn on and tune in but to find oneself in 
an always already ongoing swarm of active objects—harvesting us and 
communicating with our bodies (and each other) in cables below our 
feet, radio wavelengths beyond our senses, and frequencies beyond our 
temporal range.

3. Democratization

Such backgrounding supports increasingly autonomous techni-
cal systems, whose production of data-driven knowledge undercuts 
and bypasses the human subject to whom this knowledge nominally 
“belongs.” Packaged in terms of personalization and individuality, 
however, tracking technologies were idealized as an empowering democ-
ratization of data-driven surveillance. Prominent spokespersons such as 
Gary Wolf positioned early self-trackers as analogous to the countercul-
tural influence upon computing between the 1960s and 1990s. Just as 
those “hippies” had taken a military-industrial technology and helped 
produce a culture of personal computers and “digital utopianism,” self-
trackers would act as vanguards for turning the tide of big data toward 
empowerment and democratization: personal computing “all the way in” 
to the self.44 Accordingly, co-founders Wolf and Kelly describe the ori-
gin of QS as a spontaneous and grassroots process—the rhetoric being 
that they merely “noticed” a new and clever practice already emerging 
around them.45 In 2011, at the very first QS conference, Wolf introduced 
the community in these very terms:46
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We saw a parallel to the way computers, originally developed to serve 
military and corporate requirements, became a tool of communication. 
Could something similar happen with personal data? We hoped so.

In this vein, he argued that self-surveillance could become a way to take 
“back” our data that states and corporations have been using against 
ordinary folk:47

[W]hy shouldn’t you have access to the traces of your own behavior that 
you leave behind and that others collect? . . . “It’s more of a cultural shift,” 
she says. “It’s about creating a culture where we own this data. This data 
is ours.”

Such sentiments were shared across a broad coalition of actors, from 
QSers to journalists and lay users. One entrepreneur, whose company 
provides microbiome analysis services for individuals, argued that 
whereas the individual was left at the “periphery” of the traditional 
health process, crowded out by experts, he could now “test things on 
myself, I know what is happening, I am not the body that the scientific 
and medical establishment acts upon.”48 Laurie Frick, an engineer-
turned-artist, argued that tracking is now a given fact of social life: “I 
think people are at a point where they are sick of worrying about who is 
or isn’t tracking their data . . . I say, run toward the data. Take your data 
back and turn it into something meaningful”49—in her case, personal 
data diagrammed into art. It is your data, many self-trackers insisted, so 
surely you should get as much use out of it as the others do.

This rhetoric of empowering personalization, however, occludes self-
surveillance’s participation in the broader data market. As the industry 
grew over the 2010s, tracking increasingly came to operate through a 
suite of mass-produced devices (many of them with only partial and ad 
hoc provisions for data privacy) through which its producers can de-
velop large-scale populational databases of personal metrics. During the 
2000s, the “Web 2.0” era had produced a Faustian bargain whereby the 
individuals’ ability to socially connect to each other was the very means 
by which their data became connectible and monetizable for these 
corporations.50 In the same way, self-surveillance’s ability to “know” 
the subject is producing its own grid of legibility for a broader set of 
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actors—from employers interested in optimizing its human resources to 
insurance companies that are already offering discounts in exchange for 
access to subscribers’ Fitbit data.51 The project of knowing more about 
and optimizing the self enrolls many different commercial, business, and 
government interests.

Even at the level of individual usage, the very promise of individual 
empowerment through self-knowledge valorizes a machinic environ-
ment that surrounds, bypasses, and structures a priori the very condi-
tions of the subject’s experience of self-knowledge and self-improvement. 
This yields a common refrain in tracking discourse: you cannot lie to 
yourself anymore:52

“For a certain type of person,” says Wolf, the Quantified Self founder, “data 
is the most important thing you can trust. Certain people think a feeling of 
inner certainty is misleading.” . . . Computers don’t lie. People lie.

What seems an entirely banal idea—of course people lie to themselves—
propagates a certain framework for thinking. Insofar as human 
self-understanding is characterized as lies, human subjectivity and 
its tendencies become the object of suspicion and management. Such 
problematization is consistent with the popularity of behavioral and 
cognitive scientific explanations for human idiosyncrasies today. Best-
selling books such as Richard Thaler and Cass Sunstein’s Nudge53 have 
perfected a narrative genre: here is how humans think they behave, 
here is how they really behave, and here is the counterintuitive scien-
tific explanation why—for everything from how plate sizes determine 
how much we eat to how a majority of people believe they are smarter 
than the populational average. What you thought you do by choice, the 
story goes, your body determines through biological and physiological 
factors.54 Of course, the formulation of self-knowledge as best served 
unbiased and emotionless itself implies a certain emotional profile 
for the imperfect human subject: one who is lamentably prone to self-
flattery, denial, laziness, and, all in all, an inevitably human cowardice 
in the face of reality.

Here emerges a distinction between the self that lies and the self 
whose truth is disclosed by machines, between the thinking, feeling I 
and the physiological, behavioral, neural self that is coterminous with 
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the body that speaks. For the Snowden affair and the world “out there,” 
the problem was the phenomenological gap between the subject’s per-
sonal lifeworld and the expansive horizons stretching out beyond its 
limits. Here, an analogous gap appears between the limited senses of 
the human subject and the deeper truths of the human body. We may 
knowingly tell fibs to ourselves about eating too much and running too 
little; we may not even notice that the eight-hour workday just included 
three hours of web surfing. But, the idea goes, the data will not filter out 
your momentary indiscretions, your corner cutting, and it certainly will 
not parlay with your pitiful excuses. Human memory, consciousness, 
and reason so often are a cursed fog on clear sight; data, unforgiving and 
unyielding, will scatter the confusion.

Small data, background, democratization: across each of these fac-
ets, the fantasy of data’s intimacy exhibits a certain ambivalence. On 
one hand, there is the ideation of technology as an invisible servant, a 
neutral set of scalable techniques that individuals can control and use 
however they like. The more intimate technologies of datafication be-
come, the more seamless and smoother they are hoped to become as 
well. Self-trackers were often accused, especially early on in the decade, 
as hopeless narcissists. Yet the true narcissism here is not some vain self-
adoration, of Narcissus fawning over his own image, but the essentially 
self-centered belief that the technological apparatus surrounding me 
serves at my pleasure and under my control.

At the same time, these promises of democratization and personal-
ization pave the way for a more comprehensive system of populational 
capture. By comprehensive, I do not mean that the technology proceeds 
to gobble up more parts of empirical reality until it has achieved some 
totality of the data—although that, of course, is the implicit fantasy 
at hand. Rather, self-surveillance colonizes the kinds of activities and 
spaces that were previously left to degrees of underdetermination:55 the 
pockets and margins where we could leave the time card unpunched, 
our stories not cross-examined, the calories uncounted. In those mar-
gins lay another sense of the “personal”—the personal details, the pri-
vate moments, that were deemed unreasonable to disclose to such harsh 
calculation. If the injunction to transparency had externalized the work 
of government onto the public, the valorization of self-surveillance as 
empowerment similarly introduces new labors, new sites of judgment, 
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for the individual. Here lies the catch in the promise of “democratiza-
tion”: now that we have given you the tools, you must take charge of your 
own observation, analysis, and optimization—for your own betterment!

Machinic Sensibility

Sleep Tracking App:  I see you’re not violently throwing yourself 
around your bed, you must be in a deep sleep. Sweet dreams, buddy!

Me:  I’m actually still awake.
Sleep Tracking App:  But you’re lying still . . . 
Me:  Because I’m trying to get to sleep.
Sleep Tracking App:  You mean you ARE asleep.
Me:  I really don’t.
Sleep Tracking App:  You’re going to have to trust me, I do this 

professionally and I know sleep when I see it, and I’m pretty sure 
you’re asleep right now.

Me:  I couldn’t be more awake.
Sleep Tracking App:  This is all a dream . . . 

This satirical piece featured in the QS website’s “What We’re Reading” 
section,56 a nod to the fallibility of surveillance technology and the 
emerging tensions in the human–machine relation. When machines 
cut directly to the body, the thinking subject is left, paradoxically, in 
a peripheral position to their “own” self-knowledge. Self-surveillance 
presents itself as an instrument of convenience, efficiency, optimiza-
tion, transparency—that is, a neutral reduction of friction and noise in 
the factmaking process.57 Like the supposed neutrality of online plat-
forms,58 such depictions leverage long-standing beliefs in technology as 
a pan-contextual solution;59 take any process, add technology to make 
it bigger, easier, and faster. But Marx had already understood that the 
introduction of any such technological acceleration will, in the case of 
labor, entail a transformation of social relations between worker and 
worker, worker and capitalist.60 Technology is the material means by 
which newly modified relations between human beings—and, in our 
case, between the subject and their own “self ”—are concretized and 
made conventional. The language of neutrality overshadows what is in 
reality a redistribution of credibility, responsibility, labor, in the work of 
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knowing the self—a reshuffling that leaves the thinking, feeling subject 
somewhat in the cold.

In this sense, self-surveillance is founded on the privileging of a cer-
tain machinic sensibility: the persistent and automated activity of col-
lection, analysis, and prediction that establishes a rich communicative 
circuit between the tracking machine and the body that speaks. In other 
words, the smart machine’s claim to superior knowledge is predicated 
on its ability to plumb the body sans the interference of the human sub-
ject. Some types of measurements, such as galvanic skin response, are 
absolutely beyond human access; they are signals emitted by the body 
that human sensibility and cognition have no equipment to perceive. 
In other cases, such as the number of steps taken, the sheer frequency, 
precision, and volume of the recording process place the data beyond 
human capabilities. The result is formally analogous to the effect of 
“black-boxed” algorithms on social media platforms and state surveil-
lance systems.61 The many micro-judgments that go into what counts as 
a step, what counts as “good” sleep, are increasingly placed outside the 
subject’s reach (or even retroactive evaluation). As self-surveillance be-
comes increasingly commercialized, the selection of biophysical markers 
to be measured and interpreted becomes determined by a combination 
of what machines are able to sense in the world and what delivers the 
most spectacular and attractive visuals of diagnosis and improvement. 
Increasingly, individuals “do not have a lock on which contexts and lev-
els are able to generate meaning” about themselves.62

Such a mediated relationship extends and transforms epistemic pro-
cesses found in predigital forms of self-surveillance. Consider a well-
known example of a precomputational technique. In 1726, the young 
Benjamin Franklin devised for himself a schema of thirteen virtues—
ranging from temperance in food and drink to industry in efficient 
labor.63 In his diaries, he constructed simple tables of the virtues and 
the days, where each night he would mark his observance (or lack 
thereof) of a given virtue: a discrete and ritualized process presided 
over by the reflexive subject. In such a process, the subject’s conscious 
mind, and human memory, grapples with the day’s squabble with a 
neighbor or the culinary temptations in the evening fare, and it is the 
subject who confronts the rigid and unyielding table with the devil in 
the details.
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Today, similar efforts to track the self across the everyday entail a 
rather different experience of the data. An illustrative, if singular, exam-
ple comes from the QSer Tahl Milburn, who designed and installed what 
he calls a “Life Automation System” (LIAM) in his own home.64 There, 
USB sticks and other objects glow ambiently with colors corresponding 
to a single “LifeScore” derived from personally tailored and weighted 
variables. The score aggregates Milburn’s net worth, the market perfor-
mance of his investments, weight, activity, sleep, age, and more. Here, 
the subject’s perception of sensing machines itself becomes atmospheric 
rather than discrete; meanwhile, LIAM ceaselessly communicates with 
Milburn’s own body as well as a host of other machines to generate the 
feedback. The self becomes “known” at a level that the subject cannot 
actively track. This phenomenological disjuncture becomes precisely the 
space for not just overriding human sensibility as a source of informa-
tion but manipulating it to engineer desired psychophysical states.

Whereas systems such as LIAM remain, for now, the preserve of 
the few with sufficient technological acumen and the economic means 
for such elaborate installations, a similar shift is already occurring in 
cheaply and widely distributed applications. Quantrepreneurs quickly 
tried their hands at not only health and productivity but also every-
thing from friendships to mood swings and even sex. The app Spread-
sheets, as we saw in chapter 1, offered to track users’ sexual behavior, 
including measurements of duration, number of thrusts, and loudness. 
These metrics clearly were not the result of any philosophical reflection 
on what is worth measuring about sex; rather, they came from what 
one could measure quickly and easily, given the kinds of sensors avail-
able on a typical smartphone. But over time, what is legible begins to 
take a practical priority over what remains unreadable by machines. 
The beauty and terror of this kind of epistemology are that it will pro-
duce conclusions purely based on what it measures and, in doing so, 
suggest that all it does not measure cannot overrule the correlation it 
has discovered.

All this is not to say that we pass simply from a human-centric model 
of self-knowledge to a machine-centric one. The division between 
human and machinic sensibility cannot be an absolute one, and neither 
can the alleged rise of the machinic over the human be so complete. But 
there is a shift in the balance of what kinds of external sources speak the 
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truth of our bodies. Even as cultural imaginations of frictionless control 
and augmentation motivate wearable technologies,65 the growing veridi-
cal authority of technical objects reintroduces the problem of the gap: 
the injunction to know beyond the limits of human phenomenology 
and the presentation of autonomous machines that may bypass human 
subjects and thus overcome their limits. Surveillance “in here” thereby 
reprises the political organization of ignorance “out there.”

Data’s Privilege

The human responses to this privileging of machinic sensibility tell us 
much about the transformation of social relations surrounding self-
knowledge. Who (or what) speaks for whom in which contexts verifies 
the truth of the body and takes responsibility for that truth? The advent 
of machinic sensibility was not universally celebrated. Bullish proclama-
tions for data’s intimacy prompted public backlash, reprising well-worn 
binaries of human and machine, nature and technology. Mainstream 
media often played host to this familiar back-and-forth:66

As beneficial as a trove of personal data can be, though, there are some 
things better left uncharted. Comparing our friend counts and vacations 
with others on Facebook is already making us sad. And it’s unlikely that 
comparing our lovers’ average duration and decibel volume to others’ is 
going to make us happy. Analytics are creeping into the most intimate 
and unquantifiable parts of our lives. . . . “Filling up a love tank isn’t the 
same as having a personal connection.”

Such rhetoric presumes a certain kind of common sense, a set of shared 
intuitions about what is “natural” to humanity. Notably, such arguments 
were often grounded in what they left unspecified. How is this “personal 
connection” incompatible with analytics? What makes sex “unquanti-
fiable,” exactly? The refutation of self-surveillance’s fabrications often 
resorted to an ideal picture of natural human being-in-the-world. In 
attacking the promises as fantastic tales of posthuman cyborgs, they 
themselves would reify a mythical figure of the pretechnical human and 
their “natural” relationships. The Romantic legacy survives strongly in 
these sentiments—that technology is outpacing the human ability to 
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comprehend and manage it and the recurring trope of being watched 
by invisible forces.67

In this reactionary discourse, one key difference between human/
nature and machine/technology was to be quantification. Quantifica-
tion, of course, generates a powerfully efficient grid of intelligibility—
but at a cost. The decision of what to count and how to count it requires 
dividing the phenomena in question into discrete, measurable pieces 
now amenable to decontextualized circulation.68 Criticism against 
self-surveillance’s love of numbers took up two general aspects of this 
problem. First, it was alleged that the focus on numerical measurement 
privileges that which is countable over that which is not.69 The majority 
of self-surveillance solutions in this period relied on finding acceptable 
values that might serve as a proxy of the actual phenomena of inter-
est, from the seemingly reasonable (heart rate variability as a proxy of 
stress) to the incredulous (the aforementioned thrusts per minute). To 
be sure, the mere use of a proxy does not disqualify the measurement, 
but skeptics sought to show how self-surveillance’s promise of data-
driven certainty produces its own margins of uncertainty, its own dark 
regions.

Quantification was also accused of cultivating a pernicious expecta-
tion of numbers-driven optimization. Smart machines’ numbers provide 
discrete and manipulable correlations: I walk more; my steps count goes 
up. Where enthusiasts saw the golden gate to self-improvement, skeptics 
argued that such an interface produces a misleading sense of control: the 
tracker does not become “healthier” in the fuller sense but does become 
very good at optimizing their Fitbit numbers.70 Critics warned that the 
proliferation of data was beginning to masquerade for legitimate and re-
liable “knowledge.”71 Technology critic Evgeny Morozov joined the fray, 
reviving a 1987 slogan from philosopher Ivan Illich: the “imperialism of 
numbers.” Morozov argued that quantification gives us the easy, “low-
hanging fruit” in our quest for self-knowledge and, in doing so, steers 
us toward a passive solutionism: just let the machines gather, and we 
will eventually be better off.72 The attack on quantification organized the 
debate surrounding self-surveillance into a normative and ethical prob-
lem: What kind of self-knowledge should individuals strive towards, and 
how? If “better” knowledge is not simply a synonym of technological 
efficiency or precision, how should it be defined?
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Throughout, there is a strong sense of vulnerability as a human price 
of machinic sensibility. Yet I would argue that the truly consequential 
point of vulnerability is where the tracking individual becomes known 
to (determined by) other peoples, institutions, and systems of gover-
nance behind the machines. It is essential to grasp this systemic element 
of what was often marketed as a personalizing, and therefore “private,” 
practice. One indication of this disjuncture was the growing consterna-
tion of some QS enthusiasts at trends in the wider industry. It was an 
industry they had helped popularize but now feared was establishing 
a massified and standardized market that reduces “n = 1” into a vacu-
ous marketing slogan. These connoisseurs, who had often cobbled to-
gether do-it-yourself solutions for each and every individual case, could 
reasonably claim a more complex human–machine relation in which 
the tracking subject had a certain personal mastery over the means by 
which they are datafied.

The 2015 QS Conference afforded a keynote slot for two longtime 
QSers: Dawn Nafus, an Intel Labs anthropologist, and Anne Wright 
from Carnegie Mellon University’s Robotics Institute. They warned the 
audience of a “tyranny of the norm,” where my personal reflection of my 
data is shaped by the debilitating idea that the healthy and happy normal 
is a normal value on the populational curve. Gary Wolf, nodding from 
the sidelines, shared his consternation at a recent tracking product that 
promised to compare each user to “the global norm”73—an invitation 
that, he later told me, he found “severely perilous.”74 The position of the 
individual, decentralized, tinkering self-tracker in the face of a massify-
ing industry mirrored, in some senses, the threatened position of the 
active, knowing subject as the production of self-knowledge began to 
institutionalize.

Across QS and the wider public, these criticisms reprised classic hu-
manist positions (to varying degrees of sophistication), pitting the in-
tegrity and agency of the human subject against not only the machine 
but also the social relations of systematic capture and control that the 
machine represented. We find here a remixing of two familiar figures:

	 1.	The hijacked body. The body—and through it, the mind, the 
subject, “identity”—is overtaken by external forces through 
technological means. This is the recurrent fantasy, both seductive 
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and terrifying, in popular science-fiction and the cybernetic 
imagination.

	 2.	The exposed75 body. The body’s control over its own boundaries of 
visibility are violated, and what it would like to keep secret, to dis-
avow, to leave underdetermined are forced out—not only against 
their will but, more often, oblivious to their will as well. Again, we 
find such nightmares to be a staple in science fiction (and other 
hypothetical descriptions of technology out of control) from at 
least the mid-twentieth century.

The two figures share an essential continuity: the hijacked body is the 
subject’s loss of mastery over action, the exposed body the loss of mas-
tery over perception and knowledge. I become known against my will, 
and I am made to act (i.e., produce new truths) against my will. They 
express the fear that the conventions of differential visibility and con-
trol that we typically shorthand as “agency” or “privacy” are collapsing. 
Recalling Nagel, it is also that the ways in which we made a virtue of 
concealment are now subject to a unitary insistence on objective truth. 
Subjects are urged to make themselves as transparent as they wish of 
their governments.

It was precisely these underdetermined areas—full of relations 
and affects with which society has previously chosen to practice 
nonacknowledgment—that became lightning rods for the imagined 
conflict of human and machine. Sex, as we have seen, was a reliable 
provocateur. kGoal, a crowdfunded “Fitbit for your vagina,” promised 
to track pelvic muscle training—and was roundly criticized again as 
“quantifying gone too far.”76 Even the bowels were not immune to da-
ta’s colonizing principle, with Poo Keeper offering to help users keep 
track of fecal matter. Human relationships and individuals’ psychic 
lives were also subject to figurations of exposure and hijacking. In 2015 
came pplkpr: a smartphone app that promises to automatically track the 
emotional impact of one’s human acquaintances. The GPS data on the 
smartphone and heart rate variability measurements via a wristband are 
combined with prompts asking users to identify who they had just met 
and how the interaction made them feel. The data is used to deliver cor-
relations about which acquaintances might make the user more nervous, 
aroused, happy. The promotional trailer proclaimed,77
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See how your relations stack up, and let pplkpr find the ones that work for 
you. It’ll automatically manage your relationships so that you don’t have 
to, scheduling time with people that make you feel good, and blocking the 
ones that don’t. Forget fake friends, failed romance, and FOMO [fear of 
missing out]. Optimise your social life with pplkpr.

pplkpr presented user testimonies that point to the kind of veridical 
authority commanded by data’s claim to objectivity. “Using the app 
as a justification for not wanting to spend time with someone is a lot 
more definitive than just saying, I’m uncomfortable,” said one. “It made 
me realise the truth,” said another. In this case, pplkpr’s creators had 
preempted the criticism: as artists-in-residence at Carnegie Mellon 
University, they claimed that the app is both a genuine tracking solution 
and an “art project” and that they themselves are “really critical of the 
current attitude towards [quantification], which seems to be super uto-
pian, data happy, collect everything.”78 Again, this criticism was directed 
at the idea that what is best left nonacknowledged, or amenable to indi-
vidual control, was becoming objectified, standardized, and publicized.

These anxieties were again connected to the massification of self-
surveillance and the growing networks of social relations governing this 
newly produced knowledge. Far more earnest—and controversial—than 
pplkpr was Peeple, an app that was announced in late 2015 promising 
a fully public system for quantitatively rating ordinary humans. Indi-
viduals would be broken down into romantic, professional, and personal 
“scores” as rated by their acquaintances—and they would not be able to 
opt out. Technically more proximate to social network platforms than 
individualized trackers, Peeple demonstrates the overlapping capacities 
for and concerns over knowledge of the self and the social relations es-
tablished through them. Brought to public attention through The Wash-
ington Post, Peeple set off a firestorm of international controversy.79 The 
impending app was quickly branded a “creepy” poster child for a “rat-
ing” society.80 Peeple would ultimately be released in an emaciated form, 
lacking many of the most intrusive—and therefore useful—features. Yet 
soon after, China would begin experimenting with Zhima Credit, which 
combined elements of traditional credit scoring with the Peeple-like aim 
of producing public scores on individuals’ social, moral, and human 
qualities. The boundaries between localized self-surveillance and the 
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wider data market’s demand for ubiquitous measurement would prove 
difficult to maintain; after all, adhering to such boundaries would be to 
contradict the data market’s fundamental impetus for profit and control.

One area in which this cross-contextual recombination of tracking 
data is making headway is the juridico-legal. In 2015, one Richard Da-
bate reported a murder; a masked intruder had entered the home and 
killed his wife. The police arrested Dabate instead. The warrant appli-
cation for Dabate shows that the detectives found Dabate’s testimony 
suspicious and subsequently turned to various archives of Dabate and 
the victim’s communications: texts, phone calls, email, Facebook activ-
ity, Apple iMessage, and, notably, the victim’s Fitbit activity tracker. Its 
record of her physical activity, released to the police by the wearables 
company, suggested that the victim was still alive and moving well after 
the suspect claimed he had seen her shot to death. These measurements, 
although not conclusive on their own, contributed to the police’s rejec-
tion of Dabate’s narrative and his arrest on suspicion of murder.81 The 
Dabate case was not unique, either. Months later, an Australian murder 
case took a remarkably similar turn when Apple Watch records contra-
dicted Caroline Nilsson’s claim that her mother-in-law had been killed 
by intruders. In 2014, the popular fitness tracker Fitbit had already been 
called as a legal witness. A Canadian law firm invoked the client’s own 
tracking data to prove that a work injury had affected her physical activ-
ity levels adversely.82 Such cases point to a near future where a datafied 
“me” might appear in court and establish an authority over the truth of 
the self that can override my own words and memories.

The Quantified Us

As these devices fabricated new information about human bodies, these 
facts began to come back and shape how bodies count in the social 
world. It began as the Quantified Self; increasingly, the industry would 
speak of the Quantified Us.83

Consider Fitbit, the poster child of self-surveillance’s mainstream 
popularity. Having found early success by enticing individual consumers 
to track their fitness, the company proceeded to court corporate clients 
as well. By the mid-2010s, companies such as John Hancock (US) and 
Sovereign (New Zealand) had begun experimenting with subsidizing 
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Fitbits for insurance customers and offering gamified rewards for shar-
ing their exercise and movement data.84 The insurance industry also 
looked elsewhere for new sources of data on the health and risk factors 
of its clients; American companies such as Progressive and State Farm 
were found offering drivers discounted rates for exposing data logged 
in their cars’ telemetric units.85 By 2018, John Hancock had pivoted to 
selling exclusively “interactive” policies, integrating health tracking data 
into all of its products.86 For the moment, such partnerships made clear 
that individuals’ fitness data would not be used to recalculate their in-
surance premiums. Yet exactly the horizon of potential use motivates 
such business partnerships in the first place.

These efforts are part of a broader mobilization of new tracking 
technologies for existing strategies to manage labor power.87 Fitbit and 
other exercise-tracking devices are also being used by employers such 
as BP America, extrapolating productivity and other value judgments 
on the basis of movement data.88 In such arrangements, workers’ bod-
ies are embedded with an array of tracking machines that report to an-
other master. In 2018, Amazon registered new patents for customized 
wristbands for its warehouse workers; again, the immediate purpose 
remained modest, confined to helping the workers locate the right in-
ventory bin as they handle items for shipping (figure 4.2). This mundane 
suggestion, however, must be placed in the context of a workplace that is 
one of the most profitable centers for mechanizing human labor in the 
internet age. Amazon’s warehouse employees have been reported to suf-
fer from conditions including extreme heat, abrupt terminations, long 
hours, and insecure “zero-hour” contracts. Here, the efficient extraction 
of human labor coincides with the commercial adaptation of tracking 
technologies; at least since 2013, Amazon warehouses in Britain had 
already featured tracking equipment for its workers, monitoring each 
individual for the rate of package processing.

If self-surveillance was initially sold to the public on the basis of future 
projections about its empowering potential, it is equally clear that the 
technology was also animated by a vision of exhaustive transparency—
this time, of individuals to corporations and economic calculations—as 
a path to monetization. Part of the datafication’s attractiveness, as I have 
mentioned, is the idea of frictionless scaling. Just as Facebook went 
from Harvard dorms to the world, so, too, would each tracking solu-
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tion dream of global market penetration. During this upscaling process, 
the ostensible democratization of datafication technologies swings back 
round to furnish new possibilities for recombinant control. For instance, 
standardized tracking of a group of workers means that data about fel-
low workers may be brought to bear on myself, even if I might have 
avoided direct capture. Going further, groups are able to be managed 
through data collected about other groups; one study shows that retail-
ers have used customer data to “refractively surveil” their workers—
circumventing any legal restrictions that might be in place for directly 
surveilling employees.89

Two of the most active areas for this “control creep” were health and 
wellness—areas that were also quick to invest heavily in this generation 
of self-surveillance technologies, often carrying labels such as mHealth 

Figures 4.2a and b. Amazon’s patent describes an ultrasonic wristband for warehouse 
workers, which would detect proximity to the right inventory bin and alert the wearer.
Source: Jonathan Evan Cohn, Ultrasonic Bracelet and Receiver for Detecting Position in 2D 
Plane. US 9881276 B2, USA, issued 2018.

Hong_3p.indd   102 5/15/20   2:24 PM



Data’s Intimacy  |  103

and e-Health. Some early offerings sought to provide existing health 
care systems with more comprehensive surveillance over their patients; 
skin patches or bandages might be equipped to communicate glucose 
levels or heart rate fluctuations to doctors in real time (or close to it). 
By the mid-2010s, the largest tech corporations, including Apple, were 
pouring funds and manpower into exploring more comprehensive data 
sharing across health care institutions, individual users, and, of course, 
the corporations themselves. In 2017, a San Francisco–based start-up 
named Clover Health won the coveted unicorn status—the nickname 
bestowed to those achieving more than 1 billion USD in valuation—
partly with venture capital funding from Google Ventures. Born in 2014 
as a company offering medical insurance, Clover ballooned to unicorn 
size by promising to advance the turn to “patient-centered analytics” 
through predictive systems. Although still dressed in the more tradi-
tional language of medicine, doctors, and insurance programs, Clover’s 
pitch is that its software will draw on anomalies (such as failing to pick 
up a prescription) to predict issues and then follow up by calling the 
client or arranging a home visit. This relies on Clover’s ability to collect 
and triangulate a large variety of data, including demographic and pay-
ment information, tax identification, and medical records of patients, 
including consultations and treatment plans.90 As firms such as Palantir 
enable the circulation of data and technology between the state and the 
private sector, companies such as Clover are brokering new connections 
between self-tracking and workplace management, between institution-
alized health care and the data analytics of “n = 1.”

Such upscaling is not frictionless. For one thing, the actual circulation 
of personal data is typically constrained by laws and norms. Here, tradi-
tional safeguards such as individual consent hold sway—another artifact 
of the liberal subjectivity that is supposed to tightly control everything 
that has to do with their “selves.” But such quaint assurances of privacy 
are becoming increasingly ineffective. In 2017, the US Food and Drug 
Administration approved Abilify, a pill fitted with sensors for tracking 
intake. It claimed that patients would be able to check their ingestion 
on their smartphone and “permit” caregivers and physicians to access 
the information. The medicine in question was aripiprazole, typically 
administered to schizophrenic, bipolar, and depressive conditions. Yet 
what would it mean for an underage or a senior patient diagnosed with a 
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mental disorder to “refuse” consent for doctors to access medical infor-
mation? What is the weight of choice available once such forms of data 
sharing become normalized? And what of cases where consent is vio-
lated at a mass scale? One well-known example involves MEDbase 200, 
a data broker that took lists such as rape victims and erectile dysfunction 
sufferers from aggregated medical records and sold them for years be-
fore authorities noticed.91 The commercial incentive to “scale” technolo-
gies of datafication will continue to dilute the practical value of privacy 
as a discrete choice. As it has been noted with social media platforms, 
“the price of nonparticipation” is often amorphous, while its benefits 
are clearly articulated in instrumental language.92 As long as consent 
remains an act of choice, it remains theoretically possible to withdraw 
from this intense circulation of data. Yet what kind of individuals can 
afford to pay the price, both tangible and intangible?

What began under the auspices of individuals that know themselves 
gradually expands into new forms of institutional power over the condi-
tions of our social existence—traversing social and cultural barriers via 
the logic of surveillance capitalism. During the 2000s and 2010s, the 
very promise of empowerment through online connectedness coaxed 
billions of users to voluntarily opt into the relentless surveillance and 
exploitation of their personal data. The convenience of “connectedness” 
had as its price a “connectivity” to vast corporate surveillance systems.93 
Users only belatedly realized that “if you’re not paying for it . . . you’re 
the product being sold”94—not only through the direct monetization of 
personal data for advertising but also in users’ enrollment into general 
systems of social sorting for more efficient determination of individual 
truths.95 In the same way, self-surveillance technology is beginning to 
coalesce into a wider ecosystem for the production of my truth by oth-
ers, and in ways that I cannot follow.

The Fitter Self

This ongoing integration of individualized self-surveillance with the 
wider data market, and the institutionalized production of bodies into 
facts, interpellates a particular kind of human subject. If state surveil-
lance focused on the figure of the lone wolf, the dangerously unknown 
subject, then here we find a virtuous (i.e., more amenable to capitalism 
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and computation) counterpart: the tech-savvy, self-caring, well opti-
mized, fitter self.

In 2014, several media outlets ran stories on what they called the 
“most connected man on earth.”96 Chris Dancy wore augmented vision 
glasses and monitored home air quality. His tracking devices included 
heart monitors, posture sensors, and a separate system for his dog; a 
snapshot of his Google Calendar shows a torrent of labels (figure 4.3). 
The sheer number of devices and data that he would juggle on a daily 
basis illustrated what it takes to build one’s everyday life around these 
measurements: the money, the time, the tech literacy, the living envi-
ronment. Although self-surveillance is typically described as lifestyle 
consumption, it is also a form of labor: the work of optimizing every 
aspect of one’s life, to achieve maximum productivity, fitness, and hap-
piness. It is a kind of labor that has no end point, a labor that occurs 
24/7 and constantly mixes the boundaries of public and private, work 
and leisure. Health and productivity might be considered natural things 
for any individual to pursue. Yet the late capitalist worker is increasingly 
compelled to invest in relentless self-optimization to mitigate their con-
ditions of economic precarity. A willingness to measure oneself against 
metrics of wellness or productivity often dovetails with highly moralized 
social expectations about what it takes to be a successful worker—or 
just one that can land a job.97 And if such self-surveillance is costly, then 
their increasing normalization means that the costs of failing to datafy 
oneself are also rising. A few years later, Dancy himself would muse,98

It costs a lot not to have internet access. I wonder in the future whether 
people will be able to afford not living with the internet . . . Not being 
connected will constitute a new disability.

This fitter self is not born ex nihilo but extends a longer history of expec-
tations and idealizations. Faced with market pressures that demand a 
more optimized, more machinelike human subject, the worker has long 
been asked to take up the indefinite and unpaid labor of making one-
self competitive. In this regard, self-surveillance extends the work done 
by wellness and health in preceding decades—domains that governed 
how subjects were to understand and care for their bodies. During much 
of the twentieth century, Freud’s popularity provided a conduit for the 
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application of therapeutic and psychoanalytic knowledge regimes over 
areas such as self-help, workplace management, and marriage advice.99 
As with self-surveillance, these were areas where the introduction of 
external systems for knowledge production brought together relatively 
“private” domains of human life with external and public systems of 
knowledge production.100 Self-surveillance’s visions of transcending 
biological limits of self-knowledge, and of aligning machinic sensibil-
ity with human cognition, complemented older projects, such as the 
“Silk Road” traffic of imported Eastern meditative practices since the 
1960s.101 These techniques were also united in their designated nemesis: 
the psychophysical malaises inherent in the modern subject, carrying 
various labels from stress to fatigue to information overload. Health as 

Figure 4.3. A Google calendar feed of some of Dancy’s data.
Source: Sarah Griffiths, “Is This the Most Connected Human on the Planet? Man Is 
Wired up to 700 Sensors to Capture Every Single Detail of His Existence,” Daily Mail, 
March 25, 2014, http://www.dailymail.co.uk/sciencetech/article-2588779/Is-connected-
man-planet-Man-wired-700-devices-capture-single-existence.html.
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a question of optimization, the subject as responsible for the body, the 
emphasis of the body as a biological and scientized object—each princi-
ple is inherited from these existing rationalities of health and wellness.102

Wellness, in particular, had been construed as a problem of will-
power and self-discipline ever since its emergence as a subcultural 
neologism.103 In 1978, New York Magazine ran a cover story on “The 
Physical Elite,” sketching the essential stylings of the wellness subject: 
fastidious self-control glossed with mysticism, conspicuously consumed 
lifestyle products dunked in New Age spiritualism. Demographically, 
they were “the ‘upscale’ people, college-educated . . . upper and upper-
middle income brackets, professionals, business people, the general run 
of white-collar workers.”104 Forty years on, the core audience of self-
surveillance technology appears remarkably similar—although infused 
with a high concentration of tech industry professionals and, reflecting 
the  industry writ large, a heavy male bias.105 Especially in New York and 
Silicon Valley, two of the liveliest epicenters of QS activity, many turned 
to self-surveillance alongside yoga and meditation. The spiritual and 
reflective dimension would hopefully fill up what one tracker termed 
the “question mark in the middle” between objective measurements and 
its promises of human transformation.106 Where the counterculture 
(then the mainstream) took up New Age spirituality as an exotic route 
for consuming oneself out of capitalism,107 datafication’s synergy with 
mindfulness again offers technological consumption as the antidote to 
technology’s discontents.

The ideal subject of self-surveillance further inherits from wellness a 
certain rationale of willpower and discipline. Gary Wolf argues that “we 
are in no position to stand guard over our judgments without the help 
of machines to keep us steady.”108 Such rhetoric resonates with historical 
examples like alcoholism, long characterized as a “disease of the will.”109 
Twentieth-century conceptions of alcoholism, and programs to combat 
it (chief among them Alcoholics Anonymous), established the necessity 
of external discipline to help steady the will and thereby deliver a whole-
some subject. The pattern would be replicated in later generations’ focus 
on dieting, exercise, drug addiction, and, indeed, self-surveillance. The 
introduction of autonomous tracking technologies again prompted dec-
larations of the chronic weakness of will in humans, and the necessity of 
machinic supplements to achieve a healthy level.110 Of course, we should 
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not mistake machinic sensibility as operating freely on a passive sub-
ject. Rather, the alleged deficiencies of human willpower are leveraged to 
compel voluntary acceptance of techniques for externalized determina-
tion of the “good” body. Foucault tells us that essential to discipline is a 
moralizing element.111 It encourages subjects to idealize the conditions 
of their own disciplining and enshrine the goals it proposes as virtues 
that are ends in themselves. In the case of wellness, the very concept 
helped extend the ideals of health beyond the lack of malfunctioning 
body parts to an optimal state of fitness and energy, packaging the bio-
political ideal of productive manpower in terms of individual happiness 
and self-realization.

Labor, Discipline, Morality

Accordingly, self-surveillance technologies today are conceptualized 
as tools not only for observation and prediction but also for recom-
mendation, curation, nudging, and habituation—a focus especially 
pronounced, once again, in practices of tracking for health and well-
ness.112 This trajectory is well summarized by Vinod Khosla, a tech 
industry veteran who had co-founded Sun Microsystems in the 1980s 
and has emerged as a key figure and investor in the self-surveillance 
industry. “Humans look for what they know to look for. The next gen-
eration of algorithms will look for everything”—and then tell us what 
we did not know to look for, to boot.113 Other actors in the tracking 
business similarly spoke of using tracking to achieve a “planned ser-
endipity,” where the machinic system furnishes the moment you are to 
seize.114 This vision was one with broad traction across the data market: 
Google’s evolution from a search engine giant to a primarily artificial 
intelligence company hinges around a similar ambition, memorably cap-
tured in then CEO Eric Schmidt’s viral comment that “people don’t want 
Google to answer their questions, they want Google to tell them what 
they should be doing next.”115 As tracking technologies monitor and 
manipulate human living at a bodily and preconscious level, they shape 
new “somatic niches”: modified rhythms of sleep, comfort, and atten-
tion, all the ways in which human subjects are always already situated 
via their bodies.116 Just as the path to a sober self required submission 
to externally curated exercises of willpower, self-surveillance promises 
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a subject who truly knows oneself free from comforting lies or faulty 
memory—once they willingly sign up for systems of persistent monitor-
ing and calculation.

Caught between the data hunger of the market and the moraliza-
tion of self-knowledge, an increasingly complex and persistent form 
of labor becomes demanded of the tracking subject. Historically, ideas 
of especially psychological wellness in the twentieth century put ever 
greater pressure on ordinary subjects to know and manage their emo-
tions—a task that, in turn, legitimized the expense of money and trust 
on emerging therapeutic techniques.117 Even as new technological so-
lutions promise to relieve us of this overbearing labor, they contribute 
to the normalization of the expectation that the healthy, responsible, 
productive subject knows and cares for oneself in these complicated 
ways. Chapter 2 showed how the valorization of transparency burdens 
the public with an impossible labor to “know for themselves.” This gap in 
knowability, furthermore, does not erode the promises of better knowl-
edge through technology but cements big data’s place as necessary for 
the challenges of contemporary societies. Self-surveillance’s gradual evo-
lution from the optional experiments of connoisseurs to a broader norm 
reprises this ambivalence. As Melissa Gregg has shown, work in many 
contexts has steadily grown more “intimate,” requiring emotional labor, 
dominating our social and personal identity, and “bleeding” into every 
space and time of ordinary life.118 The emerging traffic of techniques and 
information between the tracking we do unto ourselves and the tracking 
that defines us as workers is the next frontier of such precarity.119

Schematically, we might identify four related aspects that constitute 
the techniques of subjection embedded in self-surveillance practices:

	 1. An aspirational trajectory. To be subject is to be made to desire, 
engaged in a becoming towards x; interpellation does not call out 
the individual as what is but initiates a becoming.120 The irony 
of data’s intimacy is that the more we measure the present, the 
more we end up chewing over the past and racing after the future. 
At the end of the tunnel stands a certain ideal of knowledge and 
care: a (mythical) individual whose knowledge is fully aligned to 
empirical, scientific truth and thereby achieves felt harmony with 
one’s own body. In the messy world of practice, the anticipatory, 
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predictive sensibilities of self-surveillance produce not a singular 
identity but a multiplying set of interfaces and points of compari-
son. The fabrications do not always cohere into a clear body but 
remain a disparate array of measurements and “insights.” I become 
known in relation to others (the “global norm”), to the curvature 
of the numbers, their extrapolation into the future. The individual 
is corralled into an indefinite relation of consumption, guidance, 
examination, recording, and judgment.

	 2. Consumerist discipline. Aspects of Foucauldian discipline are 
remixed into the apparatus of “lifestyle” consumption. Its 
objective—the cultivation of optimal productivity—intersects a 
larger biopolitical function with the self-interest of the tracking 
individual.121 Especially for urban, tech-savvy populations of early 
twenty-first-century America, this active and competitive man-
agement of productivity across the entire bandwidth of everyday 
living emerges as a profitable strategy in the face of increasingly 
“entrepreneurial”—mobile, high turnover, flexible, project-based—
labor conditions.

Marx understood that the capitalist does not simply purchase 
the worker’s labor power but also invisibilizes the nature of this 
relation to derive a profitable margin.122 Technologies of self-
surveillance abstract away the many costs of datafying the self, 
presenting a bargain in which the user has everything to gain 
for the simple price of the gadget. Meanwhile, the carrot of em-
powerment and self-realization is accompanied by the stick of 
the market: Can you really afford to stay unoptimized in the age 
of irregular employment and artificial intelligence? Conversely, 
if you should accept the invitation, can you afford the hardware, 
the technical knowledge, the time to experiment, and the kind of 
lifestyle and living conditions compatible with intensive tracking 
for self-optimization?

	 3. The moralization of predictivity. Although these aspirations and 
disciplinary techniques generally receive a moralizing gloss, one 
particular consequence is the valorization of predictivity. This 
entails not only the laudation of quantified data as privileged paths 
to self-knowledge but also a renewed embrace of consistency and 
regularity as human virtues. Here, self-surveillance hearkens back 
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to clock time and other modern technologies for organizing and 
quantifying human behavior. Such technologies helped establish 
measurable, discrete temporality as a benchmark for not only how 
productive workers were but also their moral qualities. A punctual 
worker was a worker fully in sync with the machines that increas-
ingly inhabited their workplace, a worker whom the capitalist 
could trust to function with mechanical regularity (the same aver-
age output on the factory line, hour after hour).123 In both Google’s 
bid to “tell [users] what they should be doing next”124 and self-
surveillance’s promise of anticipating what habits and practices are 
“best for you,” we find the attempted organization of every human 
quirk and tendency into the kind of data that can be subsequently 
recombined for purposes as diverse as insurance, employee moni-
toring, and criminal investigations.

	 4. The problem of the body. The Sisyphean irony is that the more we 
aspire toward the harmonious mastery that is the prize of objec-
tive self-knowledge, the more we become entangled in a persis-
tent, indefinite identification of the body as a problem. The body 
becomes an entity to be constantly questioned, analyzed, regular-
ized, intervened, and optimized. Wellness, one early twenty-first-
century guru claims, is about “solution-oriented people”:125 folk 
who are not content with mediocre living but are intent on feeling 
the best they possibly can. Indeed, it is the quest for solutions to 
specific personal problems, like chronic health conditions, which 
often brings individuals to self-surveillance. Unlike a simple con-
ception of “health” as the lack of illness and disease, in which the 
ideal body is the invisible body that lets the mind do what it wills, 
the body of wellness and the body of self-surveillance are ones that 
must always continue to be worked on without a clear endpoint, 
extending a long historical shift partly rooted in the pharmaceuti-
cal industry’s own efforts at expanding its market.126

Each of these elements emphasizes the ever-deepening intersections 
between the phenomenological and the structural. The privileges 
granted to machinic sensibility transform what the individual is able 
to know about themselves; what they must know about themselves 
to be normal, optimal; the information they must disclose to become 
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intelligible to society. The rhetoric of self-tracking, self-knowledge, 
obscures the critical shift in the balance of what the human subject can 
say about themselves, and what is said about them by others.

In 2014, Alex Pentland’s Social Physics hit the best-selling lists. Pent-
land, director at MIT’s Media Lab and dubbed the “presiding genius of 
the Big Data revolution” in the book’s promo blurbs, showcased an array 
of new technologies for tracking human behavior and sociability to, as 
the book’s website put it, “create organizations and governments that 
are cooperative, productive, and creative.” One key item was the socio-
metric badge. Worn by employees, it would collect data such as voice 
tone, body language, and conversation patterns (who talks to whom). 
Katherine Hayles has called this kind of data gathering “somatic surveil-
lance”: the exteriorization of what previously remained nonrational and 
nonconscious, making it available for conscious (and collective) con-
sideration.127 Such “interior depths” had always been sought after, of 
course. But recall the techniques of François Leuret. Whereas torture or 
confession relied on the conscious subject to mediate and validate what-
ever was being extracted, this is no longer the case at all in the world of 
sociometry. The individual need say nothing; even in court, the Fitbit 
has already spoken on their behalf—or against them.

The sociometric badge is no waterboarding. But across the socio-
metric badge, Fitbit’s alliance with insurance companies, “human out of 
loop” systems for calculating credit scores,128 or “threat scores” used to 
predict and profile potential criminals,129 the question becomes: What 
new relations of vulnerability are produced through these additional 
ways in which we become spoken for by others? What new labors for 
making ourselves consistent, respectable, socially normal, profitable, 
and legible become levied on the self turned inside out? What is at stake 
is not the continuum of influence between humans and machines, the 
problem of machines taking over what humans had in a pretechnologi-
cal status quo. The key difference lies in the position of the conscious, 
experiencing subject relative to their own body and social identity: a 
relation that had never been completely internal and had always been 
fraught with vulnerability. As one critique of self-surveillance put it, 
“‘becoming oneself ’ has turned into a crappy job—a compulsory low-
paying, low-skill job.”130 A job whose labor entails not the experience of 
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discovering the inner authentic self but a production work whose results 
may no longer belong to myself, either.

As technologies of self-surveillance scale up to a wider data market, 
these questions increasingly apply far beyond those that willingly (or, at 
least, knowingly) subscribe to tracking. Just as state surveillance con-
stantly divides society into different kinds of bodies, self-surveillance 
also produces implicit divisions between the fitter selves and the rest—
thus reintroducing enduring social and economic inequalities. In 2017, Y 
Combinator, one of tech’s most prestigious accelerator programs, agreed 
to fund Flock, a safety start-up. Flock’s product would be cameras in-
stalled on private property, which would then film vehicles passing 
through the neighborhood. The data could then be shared with the po-
lice in the event of a crime. The technology offers a private supplement 
to the ongoing expansion of state surveillance systems. Flock was far 
from alone in pursuing this niche. In 2018, Amazon acquired another 
company, Ring Inc., and began to aggressively push the home surveil-
lance system through its storefront. Ring explicitly theorizes itself as 
a product linking state and self-surveillance: Jamie Siminoff, its CEO, 
emailed employees in 2016 to announce that the company was “going to 
war with anyone that wants to harm a neighbourhood.”131

Here, the technological contraption materializes a certain imagina-
tion of the social. On one side of the camera is the homeowner, the ten-
ant, those who belong, and those who own. On the other side is a world 
of dangerous others requiring constant surveillance without consent—in 
other words, what we used to call “public space.” Meanwhile, the con-
sumer’s voluntary participation in this kind of domestic tracking opens 
them up to new networks of surveillance and data extraction; under 
Amazon’s ownership, Ring has begun to actively share user data with 
local law enforcement, introducing another path to a public-private data 
market. Historically, the street has always been a fraught boundary be-
tween the public and the private; with tools such as Flock and Ring, it is 
also a place where this turn to data-driven knowledge shifts the balance 
of visibility, how different bodies are separated into different sides of this 
factmaking process. This redistribution of visibility and knowability, of 
rights and freedoms, is where we turn next.
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Bodies into Facts

“We knew already.” Or at least, that was the refrain in the immediate 
aftermath of the Snowden leaks. Did he tell us anything we didn’t know, 
asked journalists.1 “They didn’t feel much like revelations,” said a direc-
tor.2 Did this young man risk his life to reveal an unprecedented cache 
of secret information only for the world to shrug? Snowden himself 
thought this might be the case. Even as he crossed the point of no return, 
sending top-secret material to trusted journalists, he wrote of the fear 
that the public will simply reply, “[W]e assumed this was happening 
and don’t care.”3 But what is meant by this curious phrase, “we knew 
already”?

“Knew”—yes, some of the information really was public knowledge. 
The New York Times had blown the whistle on warrantless eavesdrop-
ping as early as 2005; USA Today had followed up with the story of 
MAINWAY, a National Security Agency (NSA) database of domestic 
phone call records, in 2006. As we saw in chapter 3, John Poindexter 
simply showed up to a DARPATech conference in 2002 and revealed 
the “Total Information Awareness” project to the American public. 
Snowden, the story went, confirmed what was virtually known. But 
who is this “we”? The discourse designated a depersonalized hivemind: 
knowledge of NSA surveillance was stored in our collective archive, al-
though the proof was in nonhuman documents rather than what in-
dividuals can personally remember. At other times, however, the “we” 
does become more specific. It designates the journalist, the expert, the 
activist: the we in the know who pens these commentaries, the we who 
is less gullible than the average Joe, the we of the we-told-you-so. It is a 
“we” that is certainly very different from the public writ large, even as 
such texts invite that public to agree that we knew already. Satire, as it 
so often does, brings these ambiguities into the open: “We already knew 
the NSA spies on us. We already know everything. Everything is boring,” 
opined a spoof piece.4
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In self-surveillance, the experiential question of “How can I know 
(for myself)?” is essentially tied up with the question of what becomes 
socially definable as knowledge. In state surveillance, this troubled fig-
ure of the public marks a phantom position: the we who supposedly 
already knows, working speculatively and presumptively to maintain a 
sense of a rational society. At stake here is the distribution of the respon-
sibilities and rights associated with knowing—across not only humans 
and machines but also humans and institutions, persons interpellated as 
individuals and as publics, citizens and the state. Who is the “we” who 
knows already? Who is the subject asked to vocalize the “we” without 
“knowing already,” and who signs off on this knowledge?

This chapter examines how fabrications achieve the status of knowl-
edge, under what genres of justification, and what kinds of action they 
empower human actors to undertake. Datafication’s public presentation 
may involve a fantasy of purification, but its practical implementations 
involve inconsistent and locally specific strategies governing how un-
certainties are selected and legitimated as predictive insights. To specify 
this terrain, we turn to three widespread techniques of fabrication that 
bridge the gap between the alienated public and the ideal public that 
knows, between the ineliminable uncertainty of terrorist threat and 
the promised certainty of data. First, subjunctivity describes an “as if” 
form of reasoning, whereby knowledge and proof are deferred to a fu-
ture or otherwise hypothetical state. Intimately related is interpassiv-
ity: the idea that one does not know, or has not done anything wrong, 
but “someone else”—or even something else—has in their stead. Finally, 
zero-degree risk returns to the fixation with numbers and statistics that 
we observed in chapter 2. It suggests that the performative quality of 
risk discourse and statistical reasoning contributes to the normalization 
of “acceptable levels” of uncertainty and speculation. Here, the focus 
is less on specific algorithms and their internal calculations, or the se-
cretive hyperobjectivity of the surveillance system, and more on the 
network of expectations, justifications, and imaginations surrounding 
state surveillance.

These techniques describe, respectively, three sources of epistemic 
authority that seek to mitigate the proliferation of uncertainty: poten-
tiality, the Other, and numbers. To be sure, modern regimes of knowl-
edge have always entertained a host of heuristics to stabilize its truth 
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claims, to provide grounding. The point is that while flying the banner 
of machinic certainty, technologies of datafication often create their own 
dependencies on ifs and maybes. From the FBI’s turn toward actively 
manufacturing terrorist suspects to surveillance discourse’s shedding the 
pretense of calculable risk and probabilistic reasoning, the data-driven 
society engages in a visible turn toward simulated knowledge by state 
surveillance actors. These specific modulations of information flow 
and thresholds of truth spell out the political and moral implications of 
machine-driven factmaking. Techniques such as subjunctivity are best 
understood not as irrational and deceptive manipulations of knowledge 
processes but as part of the constant redrawing of normative rules that 
govern what relations of deferral, simulation, and speculation come to 
“count” as knowledge.

Subjunctivity

Your rights matter because you never know when you’re go-
ing to need them. People should be able to pick up the phone 
and call their family, should be able to send a text message to 
their loved one, buy a book online, without worrying how 
this could look to a government possibly years in the future.
—Edward Snowden

I buy fire insurance ever since I retired, the wife and I bought 
a house out here and we buy fire insurance every year. Never 
had a fire. But I am not gonna quit buying my fire insurance, 
same kind of thing.
—James Clapper, US Director of National Intelligence

The distilled formula: you never know, so you must act (or believe, at 
least).5 Both the whistleblower and the public face of NSA surveillance 
speak the language of loomings: threats that are nothing yet but are 
already very much real in their existence as potential.6 In fact, the two 
articulations selectively cleave what kinds of uncertainty should count 
for how we feel, how we reason, about surveillance and terrorism. For 
Snowden, what is at stake is the social construction of the diffuse and 
potential harms of exposed data as something that can be felt, something 
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creepy enough to take up space in our deliberations. For Clapper, it is 
the effort to tether new forms of surveillance back to the venerable tradi-
tion of actuarial reason, drawing a sense of naturalness and legitimacy 
from our habituated disposition toward fires, floods, and robberies. Just 
as insurance companies in the past successfully normalized highly spe-
cific pricing mechanisms for certain types of dangers, Clapper seeks to 
position terrorism as an objective form of danger whose mitigation is 
not a question of politics, only reality.

This is the as-if, the subjunctive. As a grammatical rule, the subjunc-
tive mood invokes a statement that it explicitly acknowledges as hypo-
thetical or unproven: “If I were . . .” It acknowledges a given thing to be 
unproved or presently not actualized and nevertheless gives it an op-
erational reality for decisions, sentiments, and predictions. Does James 
Clapper believe there is going to be a fire, or not? That is beside the 
point: even if the fire may never happen, it is sufficiently disastrous that 
we must consider it a real basis for judgment and action. Uncertainty is 
not counted as a penalty on the quality of the proof, a negative lack of in-
formation, but as an aspect of social reality in and of itself that demands 
a (rather certain) response.

Subjunctivity thus involves a kind of positional plasticity, transposing 
subject positions across different space/time and alternative possibili-
ties. The proliferation of predictions and correlations require subjects to 
think, feel, and situate themselves in a wider range of possible worlds. 
The future becomes foregrounded as the site in which technology will 
finally deliver the truth and in which the truth about technology can be 
confirmed. Big data analytics, with their particular interest in prediction 
and Bayesian statistics, have attracted descriptions of futur antérieur: 
the loaning of what “will have been” to “stapl[e] the future to the past.”7 
Derrida puts it still more generally: the future (l’avenir), as what is to 
come (l’à-venir), provides a perennial opening out from the confines of 
the present, an indefinite horizon from which alternative truths may be 
pilfered for use.8

The fungibility of futures, as sites where fantasy may modify the 
present, is well understood in the domain of science fiction. Samuel R. 
Delany defines subjunctivity more broadly as “the tension on the thread 
of meaning that runs between” words, a “blanket indicative tension (or 
mood) [that] informs the whole series,” infusing the situation with a 
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hypothetical presence. These scenarios are furthermore infused with 
a sense of possibility—insofar as science fiction concerns itself with 
“events that could have happened,” drawing a basic (if often compli-
cated) boundary with fantasy as that which “could not have happened” 
in our universe.9 The connection here is not merely thematic; despite 
science fiction’s traditionally lowly position in the cultural hierarchy, 
there are numerous historical linkages between its speculative theoriz-
ing of our future and the social history of computing and the internet. 
Spacewar, MIT’s 1962 video game that emblematized the move toward 
personal, real-time, “free” cultures of computing,10 was envisioned at the 
time as a nonorthodox attempt at applied science fiction.11 The hacker-
troll-activist collective Anonymous hit on the “Guy Fawkes” mask as its 
symbol through the Hollywood blockbuster V for Vendetta,12 as well as 
the “Laughing Man” from the Japanese sci-fi manga Ghost in the Shell 
(which, in turn, derived the figure from J. D. Salinger’s The Laughing 
Man). We shall see throughout the chapter how narrativizations of to-
talitarian surveillance, of ubiquitous terror threats, of suspects that just 
had to be stopped before conclusive evidence could be gathered, all draw 
from different kinds of “fiction” to realize a mysterious and dangerous 
reality.

In short, subjunctivity often produces gray areas for bestowing 
speculative and hypothetical reasoning with a disavowed form of ve-
ridical authority. Timothy Melley has shown that the many secret in-
stitutions, practices, and policies that make up the dark side of the US 
government—surveillance included—are often leaked into the public 
sphere through fictional literature and the use of speculation in offi-
cial public discourse.13 He argues that the result is a public sphere of 
“structural irrationality”: as truth becomes regularly accessed through 
fictional detours (that are again explicitly known to be fictional but se-
rious), there is contamination of the public faith in rational proof. The 
idea is that cinematic representations of political intrigue and shadow 
governments thus serve not only to “inform” the public in the short term 
but also risk undermining the wider public faith in institutions, pro-
ducing cultural imaginaries of deep states and vast conspiracies. Here, 
I do not want to focus too much on the language of irrationality, if only 
to avoid a different kind of fiction that idealizes a “normal,” properly 
rational knowledge. The point is that subjunctivity habituates subjects 
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into the manifold connections between speculations about the explicitly 
uncertain and nonactual, on one hand, and the operationalization of 
knowledge—that is, turning knowns and certainties into judgment and 
action—on the other.

These characteristics mark deployments of subjunctivity as highly 
ritualistic. Rituals have been called “time out of time,” or liminal zones.14 
They are moments when society says, “Wait: let us step out of our rules 
and rhythms of life for a moment,” so that they may be renewed and re-
affirmed or undergo specific modifications (such as the change in status 
of an individual member in a rite of passage). In the Snowden affair and 
the war on terror, we find subjunctive constructions that allow the audi-
ence to “play out” totalitarian futures and next terrorist attacks. Here, 
the boundary between speculation and reality is even more porous. The 
simple refrain that “you never know” invites the public to suture sce-
narios and simulations back into their assessment of “reality,” thereby 
reconciling enduring uncertainty about what it is supposed to have 
“known already.”

As If, They Watch

The parallel arguments by Snowden and Clapper demonstrate both the 
widespread use of subjunctivity to make sense of state surveillance and 
the different ways in which those uncertain futures can be selected for 
concretization. Critics of NSA surveillance were keenly aware that the 
nature of the technology does not lend itself to discrete “smoking gun” 
incidents (where, say, an irreproachably innocent individual might be 
specifically spied on and subsequently suffer from tangible harms). 
They expected the bulk of the public to believe—and thus prepared 
to counter the argument—that they are safe as long as they have not 
done anything “wrong.” A New York Times op-doc “Why Care About 
the N.S.A.?” opened with a stern warning from political commentator 
David Sirota:15

Narrator: I want to get your response to a few things people typically 
say who aren’t concerned about recent surveillance revelations.

David Sirota: Nobody is looking at my stuff anyway, so I don’t care? 
My argument for that is if you don’t speak up for everybody’s rights, 
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you better be ready for your own rights to be trampled when you 
least expect it. First and foremost, there are so many laws on the 
books, there are so many statutes out there, that you actually prob-
ably are doing something wrong . . . So when you start saying I’m not 
doing anything wrong . . . you better be really sure of that.

By shifting the subject’s gaze onto the bureaucratic and technological 
depths that almost entirely lie beyond everyday experience, the subject 
is divested of the ability to confirm or deny their own safety. Here, the 
reality of surveillance is constructed not (only) by recovering concrete 
surveillance practices from their recession, but by expanding their vir-
tual dimension into an enormous, totalitarian as-if.

These uncertainties had much to do with the technical and regu-
latory conditions behind the surveillance systems. Chapter 3 showed 
that the NSA’s upstream collection systems target not specific human 
individuals but data traces defined as “selectors.” Any selector, of 
course, potentially involves multiple individuals; any email received 
by a selector (in this case, an email address) is by default a two-way 
communication at least.16 (There have been instances where individu-
als would share access to an email account and use unsent email drafts 
to communicate in a bid to foil surveillance efforts.) Meanwhile, the 
data involved in these communications itself traverses national borders 
in complex ways. Although many of the NSA’s surveillance activities 
are only authorized against foreign targets, this distinction can only be 
sustained through a great deal of cleaning and intelligent guesswork. 
Americans who travel, who speak to other “foreign entities,” or even 
who receive an email mentioning a relevant term could be subject to 
so-called incidental collection.17 For the lay public, the upshot of all this 
complexity was that nobody could be quite sure which law protected 
them from which kinds of surveillance. Americans’ phone records, for 
instance, seemed vulnerable to such incidental collection.18 Tools origi-
nally developed for counterterrorism efforts would also find their way 
to domestic law enforcement applications, from IMSI Catcher mobile 
phone traffic interceptors (aka “Stingrays”) to bulk data collection tech-
niques.19 The question of whether I am personally subject to what kind 
of surveillance would remain extremely subjunctive. As Snowden said, 
“you never know.”

Hong_3p.indd   120 5/15/20   2:24 PM



Bodies into Facts  |  121

Meanwhile, government spokespersons deployed subjunctive tech-
niques toward a very different distribution of uncertainties. James Clap-
per quipped that an electronic surveillance program such as PRISM is 
no different from fire insurance. But insurance historically developed its 
legitimacy by quantifying uncertainty into percentages and premiums. 
The strategic use of disaster statistics and risk percentages could claim 
to provide stable, factual knowledge—despite their often arbitrary be-
ginnings. As we shall see later in this chapter, such calculations are far 
more difficult to produce with respect to terrorism. In the face of a radi-
cally unpredictable threat, state surveillance has practiced, and justified 
itself on the basis of, a subjunctive reasoning: “everybody”20 needs to be 
watched. Within this rationality, surveillance is not, strictly speaking, 
proved to be necessary by past terror attacks or present identification of 
concrete dangers. Proof is always deferred: we must act as if the efficacy 
of this program has been proven by a danger that, if we are right, we will 
prevent from ever actualizing.

As If, We Resist

Subjunctive reasoning was widespread not only in the rationalization of 
and against NSA surveillance but also in the everyday techniques offered 
to citizens as a way to protect themselves from surveillance. Since the 
initial leaks, Edward Snowden leveraged his newfound fame to dispense 
advice on how to stay safe in the dangerous digital world:21

Micah Lee: What are some operational security practices you think 
everyone should adopt? Just useful stuff for average people.

Edward Snowden: . . . The first step that anyone could take is to 
encrypt their phone calls and their text messages. You can do that 
through the smartphone app Signal, by Open Whisper Systems. It’s 
free, and you can just download it immediately. And anybody you’re 
talking to now, their communications, if it’s intercepted, can’t be read 
by adversaries . . . The other thing there is two-factor authentication.

The term operational security, or OPSEC, originates with the U.S. mil-
itary. The Department of Defense defines it as “the process by which we 
protect unclassified information that can be used against us.”22 In effect, 
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Snowden is adding to our already-lengthy list of practices that constitute 
our “digital hygiene”: the things the individual user must do to “kee[p] 
her data from mixing with others, for avoiding infection with computer 
viruses, and so forth.”23 Notably, these practices themselves enact a re-
cessive and simulated relationship. Many consumer-end privacy tools 
provide friendly, easy-to-use interfaces for taking basic steps to allevi-
ate the promiscuity built into our electronic communication networks. 
It is all too easy: a few clicks, ticking off certain opt-in data gathering 
services, yellow and white symbols flashing into a reassuring green, and 
one is allegedly safer. Certainly, there is no doubt that taking advantage 
of privacy toggles offered by Google or Facebook can limit the commer-
cial exploitation of your personal data. More time-consuming solutions, 
such as PGP/GPG email encryption, are known to provide some tangi-
ble increase in communications privacy. The point is that when privacy 
tools proudly inform lay users that 42,787 trackers have been blocked so 
far or that the monetary value of one’s personal data to Twitter has de-
clined from $30 to $25, such feedback emphasises the fact that the user 
cannot meaningfully perceive or keep track of the myriad threats they 
are exposed to. It is, like the public effort to quantify the Snowden files, a 
form of painting by numbers, where the proliferation of statistics stands 
in for the lack of meaningful knowability. This is also the case with ex-
amples such as alternative webmail or instant messaging services.24 The 
problem is that, as Edward Snowden himself acknowledged, one can 
never truly become “clean”:25

You will still be vulnerable to targeted surveillance. If there is a warrant 
against you if the NSA is after you they are still going to get you. But 
mass surveillance that is untargeted and collect-it-all approach you will 
be much safer [with these basic steps].

Here, “digital hygiene” begins to replicate our modern relationship to 
bodily health: just as “health” is merely a temporary and relative free-
dom from pathologies, into which we may slip back at any moment and 
therefore require our unending vigilance, there can be no escape from 
the threat of surveillance.26 And so, like self-surveillance as a technique 
of care, protecting oneself online becomes an indefinite, routinized 
ritual. Similarly, the injunction to participate in public speculation—to 
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engage in interminable exegesis of each leak, each public statement—
promises some future point at which transparency is achieved but, in 
practice, enacts a new normal of cynicism. The demand for transpar-
ency that follows each scandal, emblematized by the impotent gesture 
of the online petition, tethers the performances of politics all the more 
to “what remains to be known.” The subjunctive relation therefore 
entails a choice to believe—not the conscious, discrete, sovereign choice 
emblematized by the good liberal subject but a practical compromise 
where to participate is to have implicitly chosen to believe.27 In this way, 
the essential cast of the fiction is retained: a public that knows for itself, 
the secret that can/must be revealed, the informed deliberation that can 
result. To say “we know already” is ultimately a gesture of repair, restor-
ing the sense that the world of knowns we rely on will continue to, by 
and large, provide solid ground.28

In “Publicity’s Secret,” Jodi Dean argues that the secret is the disavowed 
basis for the fantasy of the public.29 She subdivides this (fantasized) public 
using Jeremy Bentham’s taxonomy: the public supposed to know (PSK), 
a wise tribunal engaged in active knowing, and the public supposed to 
believe (PSB), a “flux of conflicting opinions” dependent on collective 
flurries of trust rather than firsthand knowledge. The PSK is the “we” of 
the “we knew already,” while the PSB relies on a subjunctive connection 
to the knowledge of the PSK. Of course, the entire point is that the PSK 
retains a certain secrecy from the PSB and that the two maintain a certain 
difference. This concealment ensures the maintenance of the collective 
belief that “someone knows” and therefore that “the public” knows. The 
problem is that in the age of data overproduction and the resulting ecosys-
tem of speculations, the PSB “doesn’t believe that the [PSK] knows, and it 
doesn’t need to—mediated technologies materialise this belief as if there 
were some believing public.”30 The disbelieving PSB takes up the task of 
“knowing for itself,” but far from fulfilling the ideal of the good liberal sub-
ject, that public becomes corralled to the incessant feed of new updates, 
new (mis)information.31 Insofar as the public is founded on an impos-
sible promise of full and direct knowledge, the very fantasy of the public 
is dependent on a rotation of things, peoples, and methods by which we 
believe we know. Subjunctivity enters into this gap as a kind of compensa-
tion, an imperfect remedy: a way to convert some of this output of specu-
lation and hypothesis into believable, actionable knowledge.
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Interpassivity

If the only people qualified to hold opinions are those who 
“have all the facts,” then politics is not our responsibility. 
Politics is something that other people do, but not us  .  .  . 
The public exists elsewhere, not in our town, where regular 
people live.
—Nina Eliasoph, Avoiding Politics

We do not “really” believe that politics may deliver every-
thing it promises [. . . and yet] we do feel an intense connec-
tion to the political process and we do expect it to “deliver.”
—Gijs van Oenen, “A Machine that Would Go of Itself ”

Who—or what—knows for me?32 Where subjunctivity pulls in potential-
ity and the future for the work of knowing, such processes often involve 
the nomination of human and technical others as objects of deferral. It is 
the NSA’s Michael Hayden, assuring the public that he absolutely trusts 
the NSA analysts with our personal information, and so we should put 
our trust in the NSA.33 It is Edward Snowden, or even the files themselves, 
standing in for large sections of the public that lack access to the full pic-
ture. It is the very idea of a general uproar over surveillance, the sense that 
“the public” or “American society” is working themselves up about it, that 
justice is being served (or that national security is being compromised). 
Interpassivity describes a modality of knowing adapted to the distributed 
and recessive characters of knowledge production in the surveillance 
society.

Interpassivity originally emerged from art and media theory as a con-
verse to the cliché of interactivity before developing into a theory for a 
wider range of social processes primarily through the writings of Slavoj 
Žižek, Robert Pfaller, and Gijs van Oenen.34 Although each articulation is 
distinct, they tend to revolve around one general relation: “not me but an-
other for me.” Someone else believes, so even if I do not, it remains a kind 
of “truth.”35 I Xerox a book or tape record a television show and become 
satisfied that I have nearly consumed it—almost as if the machine has 
“watched it for me.” This subjective “outsourcing” has numerous practi-
cal uses. Interpassivity allows subjects to “know” that which may not be 
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supported by their own behavior, identity, and environment in any im-
mediate sense. “I” may not believe in a conspiracy theory, but others do; 
although I am not offended by a bad joke or violent footage, an unspeci-
fied group of “other people” might be. These articulations partially ex-
cuse the subject from being bound to the belief in question—even as that 
belief is hypostatized into assumed reality, forming a concrete basis for 
opinions and actions. Indeed, “delegating one’s beliefs [can make] them 
stronger than before”;36 claims about states of affairs are externalized from 
the speaker’s own experience, becoming more difficult to dismiss as mere 
flight of fancy. We are familiar with this mechanism, of course, in the work 
of rumor. The conceit “I have heard it said elsewhere” holds the truthful-
ness of the rumor in constant suspense, adding to its resilience. And such 
interpassive characterizations have been particularly important to medi-
ated ideas of the public. The modern notion of the public has ever been 
predicated on the ability to imagine silent majorities and other “Others” 
behind each singular spokesperson or representation.37

One prima facie reading of interpassivity is that it is a kind of divest-
ment, a disempowering alienation of the subject from their own activ-
ity (including “knowing”). Intersecting with contemporary critiques of 
participatory politics, Žižek calls interpassivity a form of “false activity” 
where an upper-middle-class academic may celebrate (or condemn, it 
matters not) the revolutions of others, or where the VCR will record the 
television show while the subject labors as if rest and relaxation has been 
had.38 Yet interpassivity is not only a problem of false activity (which 
seems inseparable from that old chestnut, false consciousness). To be 
passive, and to have others do in one’s stead, takes a different kind of 
work on the subject end. If digital activism is a mere simulation of real 
protest and social media platforms a diluted form of meaningful socia-
bility, the likes, the retweets, and the emails nevertheless constitute a 
kind of maintenance—the labor required to stay connected to others, 
intelligible as a public subject, countable as data.39 Interpassivity cannot 
be isolated onto a single side of the active/passive coin.

The Humans Supposed to Know

“Here’s the rub: the instances where [NSA surveillance] has produced 
good—has disrupted plots, prevented terrorist attacks, is all classified, 
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that’s what’s so hard about this.”40 Such was the public defence raised 
by Dianne Feinstein—at the time, the chairman of the US State Select 
Committee on Intelligence (also called the Senate Intelligence Commit-
tee), a major oversight body for state intelligence activities. This external 
auditor to the NSA’s surveillance programs was now joining the fray to 
defend intelligence agencies’ right to remain shielded from public over-
sight. The form of the apology is a simple one: if only you knew what we 
know, you would feel as we do—provided, of course, that you believe us 
that we even know anything.

Of course, such appeals to the secret are so often paired with a con-
trolled leak, an open secret.41 Even as government personnel insist that 
the proof of surveillance’s efficacy is secret, something about that secret 
is described, characterized, with impunity (literally, without the ability 
to be validated). Feinstein was soon joined by Keith Alexander; Mike 
Rogers, Republican senator and part of the House Intelligence Com-
mittee; and, presumably advised by them, President Barack Obama. All 
three insisted that a very specific number of fifty-four terrorist attacks 
had been thwarted, “saving real lives”42 as a result of the surveillance 
programs in question. A declassified chart, looking much like one of the 
PowerPoint slides Snowden had leaked, purported to show a breakdown 
of those fifty-four thwarted attacks into different types of plots and by 
region (figure 5.1). Yet details and proof remained elusive. Only four out 
of the alleged fifty-four thwarted attacks have been publicly identified—
including the case of Basaaly Moalin, which we will revisit later in this 
chapter. And for those identified cases, whether bulk electronic surveil-
lance made a difference—that is, whether it was necessary on top of ex-
isting tools to prevent the attack—was hard to say.43 A 2013 report by the 
President’s Review Group on Intelligence and Communications Tech-
nologies argued that whereas Section 702–based surveillance of online 
communications did contribute to many of the fifty-four cases, phone 
records collected through Section 215 have not made much of a differ-
ence.44 Yet the idea that surveillance “saves lives” continued circulating 
in public debates. These kinds of claims do more than simply claim the 
public’s ignorance of “all the facts.” They also demand that public delib-
eration take place in full awareness of that ignorance. Just a few weeks 
after Snowden’s initial leaks, Keith Alexander made an appearance at 
Black Hat, a major information security conference well known for its 
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hacker contingent. Undeterred by skeptical and angry catcallers in the 
audience,45 Alexander pitched his appearance as a no-nonsense presen-
tation of the facts, an occasion for setting the record straight:46

[NSA analysts’] reputation is tarnished because all the facts aren’t on the 
table. But you can help us articulate the facts properly. I will answer every 
question to the fullest extent possible. And I promise you the truth.

This promise, of course, was couched by repeated reminders that there 
are things that the audience cannot be told and that some things would 
have to remain secret. This public relations strategy was not new to 
the NSA; the organization had already practiced similar rhetoric on its 
occasional briefings to journalists and other outsiders.47 Alexander’s 
“facts on the table” often consisted of tautological value judgments. He 
knows the analysts are great people; he knows that the NSA has great 

Figure 5.1. The NSA’s declassified infographic on the fifty-four plots allegedly foiled 
through dragnet surveillance, released by ProPublica.
Source: Justin Elliott, “NSA 54 Events Chart,” DocumentCloud, 2013, https://www.document-
cloud.org/documents/802269-untitled0001.html.
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oversight—so would everyone help him spread those facts? In effect, 
the tech community gathered at Black Hat were being asked to become 
public advocates for the NSA’s truth while being barred from full access 
to that truth themselves.

A year later, Feinstein’s Senate Intelligence Committee held its annual 
hearing—publicly accessible, and with Director of National Intelligence, 
James Clapper, present for questioning, as was customary. It was covered 
widely by the media and streamed online.48 This hearing—a public af-
fair that is nominally supposed to grant transparent access to the states 
of affairs and enable democratic deliberation—featured exchanges such 
as the following:49

Senator Heinrich: Have our European allies ever collected intel-
ligence against U.S. officials or businesspeople or those of other allied 
nations?

James Clapper: Yes, they have. And I could go into more detail on 
that in a classified session.

Senator Heinrich: That’s fine, Director Clapper. . . . Do you believe 
that the Russians have gained access to the documents that Edward 
Snowden stole, which—obviously, many of which have not been 
released publicly, fortunately?

James Clapper: I think this might be best left to a classified session, 
and I don’t want to do any—say or do anything that would jeopardize 
a current investigation.

Senator Heinrich: That’s fine, Director. Thank you, Chairman.
Senator Feinstein: Thank you very much, Senator Heinrich.

The public hearing was an occasion for the public to learn which partic-
ular things were not available for the public to know. Such performances 
asked the reading public to actively hold their judgment in abeyance. 
More than that, it asked that public knowledge is constructed by simu-
lating the judgment, the affects, of another. To observe such debates and 
say “See, there is nothing to fear,” “The system is broken,” or even “We 
just don’t know enough,” is to turn to these experience of simulations 
and deferrals as the basis of judgment in the absence (or, rather, absent 
presence) of more concrete knowledge.
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Not only can the Other know for the subject, but they can also do and 
experience in one’s stead. Although surveillance’s pervasiveness far out-
strips the highly infrequent occasions on which it intrudes tangibly into 
individual lives, interpassivity becomes a key technique by which a given 
political and affective orientation might be fleshed out into “known” re-
ality. In the wake of the Snowden leaks, commentators often fell back 
on projected others—ignorant, outraged, afraid, and so on—to populate 
this verisimilitude. Consider one journalist’s anecdote:50

My older, conservative neighbour quickly insisted that collecting this 
metadata thing she had heard about on Fox was necessary to protect her 
from all the terrorists out here in suburbia. She then vehemently dis-
agreed that it was okay for President Obama to know whom she called 
and when, from where to where and for how long, or for him to know 
who those people called and when, and so forth.

One might read this as a liberal’s typically snarky story about a stubborn 
and misinformed conservative. But the general sentiment that there 
are people out there, “bad things” happening out there, that need to be 
watched and stopped is far from an abnormal one. The proliferation 
of interpassive relations in surveillance discourse enables the neigh-
bor to imagine that somebody else surveilling somebody else is going 
to personally make her safe. When simulated claims are presented as 
knowledge, the judgment and action that follow from it also become 
amenable to such deferral.

As with subjunctivity, the pattern was replicated on the other side 
of the debate. For many critics of surveillance, Edward Snowden, the 
heroic truth teller, and his media proxies—primarily Glenn Greenwald 
and Laura Poitras—formed the authoritative Other who might “know” 
in their stead. A telling, if probably unintended, gesture to Snowden’s 
interpassive function appears in the final scenes of Citizenfour, Poitras’s 
Academy Award–winning documentary about the whistle-blower. Hav-
ing released his cache of secret files to the world, Snowden has fled to 
Russia as a fugitive. In the scene, he is visited by Glenn Greenwald, who 
would like to update Snowden on a new whistle-blower. Possibly as a 
precaution against eavesdropping, Greenwald scribbles every critical 
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term—the source’s name, their means of communication—on a piece 
of paper, which remains concealed from the camera. Bereft of every key 
piece of information, the audience is forced to stare dumbly at Green-
wald and Snowden as they exchange knowing looks. The New Yorker’s 
review, christening Snowden the “Holder of Secrets,” was not happy with 
this choice:51

Several times, Snowden reacts to disclosures that we are not allowed to 
see; it’s as if the viewer were supposed to accept his judgment literally at 
face value. Poitras has closed a curtain around her main characters, leav-
ing the audience out.

As a criticism of the scene itself, there is not much to say here; the film 
has a clear moral obligation to protect the identity of this new whistle-
blower. But the scene illustrates the relationship that has been established 
between Snowden the truth teller, the public on whom he wishes trans-
parency, and the information itself. The business of revealing secrets is 
forced to itself be a secret affair, in exactly the same sense that surveil-
lance must itself operate in the dark while hoarding and trading in the 
unknown. The secret’s incitement to discourse, and the constant need to 
characterize and operationalize the secret and the unknown, is mirrored 
across both “sides” of the affair. In fact, within the small community 
of whistle-blowers on twenty-first-century American state surveillance, 
Snowden was unusually forthcoming. Consider the State Department 
official John Napier Tye, who wrote in The Washington Post about 
his concerns over electronic surveillance. Despite often being called a 
whistle-blower, Tye categorically refused to release classified informa-
tion. He claimed that52

based in part on classified facts that I am prohibited by law from publish-
ing . . . I believe that Americans should be even more concerned about 
the collection and storage of their communications under Executive Or-
der 12333 than under Section 215.

Unsurprisingly, the government was happy for Tye to retain his top-
secret clearance even after the leaks. His specific criticism of Executive 
Order 12333, one of the numerous legal provisions undergirding the 
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electronic surveillance programs, was considered part of a very con-
ventional strategy, where government insiders provoke policy debate 
through controlled but ultimately permissible levels of leakage. 
Americans were told to be “concerned,” but about what exactly, Tye 
could not say. Meanwhile, legal challenges to state surveillance ran into 
similar systems of deferral in the juridical sphere. As we saw in chapter 
2, lawsuits brought by civil society were stymied by the government’s 
argument that the surveillance practices were too secret to be tried by 
normal means. As the opinion for ACLU v. NSA (2007) explains,

[D]efendants argue that the state secrets privilege bars Plaintiffs’ claims 
because Plaintiffs cannot establish standing or a prima facie case for any 
of their claims without the use of state secrets. Further, Defendants argue 
that they cannot defend this case without revealing state secrets.

The strategy was ultimately successful: the Court of Appeals for the Sixth 
Circuit ruled that insofar as the American Civil Liberties Union and 
the persons it represented could not prove they were personally targeted 
by the surveillance program in question, there could be no standing to 
bring charges. Of course they couldn’t; as we saw, most electronic sur-
veillance by the NSA operates on the basis of “selectors,” not specific 
persons, and then ingests vast volumes of electronic communications 
indiscriminately before determining their candidacy for detailed review. 
In all this, the American government was following a long-standing tra-
dition on state secrecy. Barry Siegel has shown how as early as Totten v. 
United States in 1875, precedent was set for ruling cases “nonjusticiable” 
if they would entail the exposure of state secrets.53 State secrecy privilege 
has been invoked against numerous other cases against early twenty-
first-century state surveillance, from Hepting v. AT&T (2006) to Jewel v. 
NSA (2008)—the latter under appeal at the time of writing. The practi-
cal impossibility of eliminating recessivity from surveillance produces a 
pervasive requirement for interpassive compensation.

The Machines Supposed to Know

The other that knows, does, decides, for the subject .  .  . this other is 
not limited to human individuals, or even aggregates of individuals, 
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but extends to the machinic. Here we find again the idealization of the 
machine as a privileged custodian of truth and information. Dianne 
Feinstein defended dragnet surveillance with an apparently self-
explanatory quip: “part of our obligation is keeping Americans safe . . . 
Human intelligence isn’t going to do it.”54 It was self-explanatory to a 
particular community, at least. Feinstein was referring to a basic dis-
tinction within the intelligence community between HUMINT (human 
intelligence) and SIGINT (signals intelligence): between the human 
business of managing individual sources and the scalable, automatable, 
machine-dominated collection of electronic communications signals. 
Thus an NSA strategy statement in 2012, leaked by Edward Snowden, 
references the present as a “golden age of SIGINT.”55 In such articula-
tions, SIGINT is the inevitable protagonist to the age of the internet 
and global communications infrastructures. The narrative of SIGINT’s 
necessity thus forms a certain parallel with self-surveillance’s vision of 
automated and autonomous data collection. Both interpellate a world of 
knowing machines that can produce meaningful knowledge prior to or 
in excess of human intervention.

Machines that know in our stead loomed even larger in the explic-
itly fictional and hypothetical. Interpassivity not only does not stop at 
projecting what is known by others or realized in secret but also lever-
ages more speculative literature to bring forth the secret and uncertain. 
Although the vast majority of the NSA’s SIGINT activities had remained 
top secret before Snowden, there is also a long tradition of intentional 
leakages to the public. The CIA is known to have commissioned “stra-
tegic fiction” for this purpose;56 elsewhere, literature from DeLillo to 
Burroughs and Pynchon and Hollywood films such as Enemy of the State 
(1998) and Echelon Conspiracy (2009) have also acted as sites for grasp-
ing the concealed reality of surveillance. In other words, these media 
served as a platform for thinking through surveillance if not as a pres-
ently deployed set of practices, then as a set of principles, power rela-
tions, and technical paradigms that flit between merely plausible and 
believably probable. When Snowden first began to leak government se-
crets, one of the first points of reference for the media and the public 
was George Orwell. A few months after fleeing Hong Kong, Snowden 
himself saw fit to reference the writer:57
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Great Britain’s George Orwell warned us of the danger of this kind of in-
formation. The types of collection in the book—microphones and video 
cameras, TVs that watch us—are nothing compared to what we have 
available today. We have sensors in our pockets that track us everywhere 
we go.

Yet the comparison was rather redundant. Sales of Orwell’s 1984 had 
already rocketed by some 6,000 percent after his initial leaks in June.58 
The public may not have turned to fiction to take them literally as proph-
ecy, but it could serve as a resource for making sense of the confused 
present and the uncertain future. Aldous Huxley’s Brave New World and 
Philip K. Dick’s The Minority Report became staple references for com-
municating the just-unveiled reality of state surveillance.59 Indeed, in 
some cases, such writings were explicitly understood by their creators 
as fiction that combats the deception of the state; that is, fiction is a 
work of “true lies” that finds its own ground to resist the lies that roam 
dressed as fact.60 Meanwhile, state actors also participated in this detour 
through fiction. In March 2014, the TED Conference invited Snowden 
and the NSA to speak in succession. The latter’s defence of state surveil-
lance included an uncanny reprisal of the technological fantasy in The 
Minority Report:61

If you think about a television murder mystery, they start with the body 
and work to solve crime. We’re starting well before then, before the bod-
ies, to figure out who the people are and what they’re trying to do. That 
involves a massive amount of information.

The machines that know for humans, and machines that know beyond 
what humans can know: both run amok in this speculative space, flesh-
ing out the skeletal outline featured in more “serious” and prudent 
discussions of the Snowden files. The narrative of historical shift from 
HUMINT to SIGINT received its doppelgänger in popular cinema of 
the 2010s. In Spectre (2015), James Bond, that archetypical hero of face-
to-face spy work, is threatened not by Soviet-affiliated agents (as he was 
in Dr. No [1962] and From Russia With Love [1963]), nuclear weaponry 
(as in Thunderball [1965] and Octopussy [1983]), or even nation-specific 
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organized terrorism (Casino Royale [2006]) but an ubiquitous surveil-
lance system coordinated across nine national members of the “Nine 
Eyes”—an obvious derivative of the real-life “Five Eyes” alliance that 
coordinates signals intelligence (among others) across America, the 
United Kingdom, Canada, Australia and New Zealand. Sherlock 
Holmes, emblematic of a predigital sensitivity toward physical traces 
and other means of human surveillance, was reprised as a contempo-
rary detective in a highly successful BBC series (Sherlock, 2010– ). There, 
Holmes remains the arrogant and mercurial master of HUMINT but is 
clearly contrasted by his brother Mycroft, who masterminds state intel-
ligence and functions as a superhuman clearinghouse for a vast web 
of SIGINT.62 And although Holmes may be the hero of that story, it is 
made perfectly clear that Mycroft and SIGINT are the domains through 
which everything of political and governmental consequence is run—at 
least, in this twenty-first-century remake. Even the American superhero 
genre joined in with Captain America: The Winter Soldier (2014), a film 
that consciously worked in a critical depiction of preemptive strikes as 
determined by data-mining algorithms.63

These fictions provided speculative spaces for public engagement with 
realities that often remained too secret and too uncertain to otherwise 
attain a firm grasp of. And if the cultural industries were simply reacting 
to political controversies in a bid to render themselves topical, they were 
also capable of presaging the Snowden leaks in the public consciousness. 
It has been argued that Hollywood has “softened” the public up for the 
shock of twenty-first-century electronic surveillance for years, such that 
the cliché “we knew already” references fictional “play” as much as seri-
ous investigative journalism.64 In 2014, The New Yorker christened Per-
son of Interest as the “TV show that predicted Edward Snowden.”65 The 
popular American series presented the public with “the Machine”—an 
NSA-style dragnet that “spies on you every hour of every day” and that 
the protagonist would use to track down individuals before they became 
perpetrators or victims of violent crime. Person of Interest’s prophetic 
powers had rather mundane roots: the series was conceived through ex-
tensive consultation of US state surveillance practices as was known and 
estimated at the time.66 If the Machine is not quite an “accurate” picture 
of the present-day capacities of NSA surveillance systems, the vision of 
“connecting the dots,” of predicting crimes before they happen, and of 
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profiling individuals based on populational patterns are all played out 
in Person of Interest’s dramatic scenarios. In other words, the technically 
available information about state surveillance was percolating as much 
through fiction as news—a circulatory context that favors the fermenta-
tion of “half-legitimate” epistemic techniques such as interpassivity and 
subjunctivity. The television knows for us, too.

It is worth repeating that interpassivity is not simply a form of “fake” 
knowledge in which the subject pretends to what is not theirs (or are 
themselves fooled into it).67 When we fake it, when we pretend, when 
we bend the rules of what counts as knowledge, that is precisely the daily 
maintenance work we do as members of the public to sustain a grand 
fiction—that knowledge is possible, that a rational public is possible. Al-
though interpassivity can and does lead the public to debilitating forms 
of stasis, to pass it off as an abnormal disease in our knowing underplays 
its widespread utility.

Zero Tolerance

In Feinstein’s apology, or the invocation of state secrets privilege, we find 
a certain separation: although the public must remain distanced from 
the truth, this is not the case with the insiders fighting terrorism on 
the front lines. But as we saw with the lone wolf, the fantasy of data as 
better knowledge is reprised within counterterrorism operations them-
selves. The thresholds separating suspicion from guilt, estimate from 
fact, speculation from proof were modified and improvised as security 
professionals struggled to reconcile the kinds of knowledge they could 
produce with the kinds of certainty they had to provide. Professional 
in their commitment to the virtues of security, counterterrorism offi-
cials engaged in gradual shifts in personal judgment and conventions 
of practice that would enact such modifications.68 The sloganization of 
“zero tolerance”—a declaration of war on uncertainty and risk—would 
demonstrate most clearly the dangerous gap between what is “known” 
and the increasing demands made of that knowledge.

One key aspect of subjunctivity in counterterrorism has already been 
subject to extensive research and commentary: the growing importance 
of simulationionist and otherwise “hypothetical” analysis for the pur-
poses of anticipatory and preemptive interventions. From simulations 
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of terrorist networks based on computational models69 to elaborately 
designed, physically enacted scenarios training civilians to respond to 
terror attacks,70 the United States and numerous other states have ex-
panded old techniques and developed new ones to actualize and “play 
with” the possibility of every kind of terrorist attack. These strategies 
sometimes directly enrolled the public, enjoining them to internalize 
and practice a form of “lateral surveillance” that some have described 
as banalization of insecurity.71 At other times, the state’s simulations of 
dangers might intersect with the media and public imagination of dan-
gers and of state simulations themselves, fertilizing subjunctive grounds 
for debate and sentiment. In 2015, a map used in the US military’s “Jade 
Helm” training exercises was leaked to the public, provoking specula-
tion and paranoia. The map appeared to show Texas as a “hostile state,” 
which “permissive” states such as California and Colorado might help 
subdue (figure 5.2).72 At the same time, a different rumour made the 
rounds that Daesh terrorist bases had been discovered in Texas. Senator 
Ted Cruz, “fresh from his Jade Helm inquiry” and just months before 
he would run for president on promises of getting tough on Islamic ter-
rorists, accused the Obama government of failing to connect the dots. 
A mock military scenario and an unconfirmed rumour had mutually 
reinforced each other’s status as half-truth or, rather, as operationaliz-
able fiction. In a poll taken immediately after the leaks, 32 percent of 
registered Republican voters said “that the Government is trying to take 
over Texas.”73 Counterterrorist logic in early twenty-first-century Amer-
ica features a tight linkage between the virtues of “preparedness” and 
hypothetical epistemologies.74

This section focuses on one specific practice that intersects electronic 
surveillance and on-the-ground counterterrorist operations: the in-
creasingly systematic practice of producing what sufficiently “counts” as 
evidence in counterterrorism operations. Here, electronic surveillance 
collaborates with traditional human intelligence work to coax suspicion 
into something that can legally count as “real enough.” Such strategies 
have come to occupy a central role in American counterterrorist opera-
tions since September 2011—a shift that was accompanied by a belief that 
the uncertainties surrounding lone-wolves-to-be had to be preemptively 
dispelled and by a contemporaneous establishment of online communi-
cations infrastructures and large scale databases for informants. These 
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are, perhaps, the most obvious sort of fabrications in the book, although 
not because the individuals prosecuted this way are surely innocent; ul-
timately, their preemptive arrest means we will never know for sure. As 
counterterrorist operations grapple with inexhaustible unknowns while 
attempting to establish sufficient basis for knowledge and action, pre-
emptive fabrication emerges as a “realistic” and risk-conscious practice 
appropriate to a paranoid epistemology.

Hollywood Endings

In 2011, the FBI began to construct its enclosure of suspicions, records, 
and proto-predictions around a man named Sami Osmakac. A Kosovo-
born American and a Muslim, Osmakac was introduced by a friend to 
a fellow named Dabus—an FBI informant who, in turn, connected him 
to an undercover agent named “Amir Jones.” To that point, Osmakac’s 

Figure 5.2. A US Army Special Operations Command map of Jade Helm exercises.
Source: Dan Lamothe, “Why Operation Jade Helm 15 Is Freaking out the Internet—and Why It 
Shouldn’t Be,” The Washington Post, March 31, 2015, https://www.washingtonpost.com/news/
checkpoint/wp/2015/03/31/why-the-new-special-operations-exercise-freaking-out-the 
-internet-is-no-big-deal/.
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record of suspicious activity included a tendency to verbally criticize 
democracy, argue for his religion in combative and fundamentalist 
terms—and a recent arrest for streetside fisticuffs with a Christian street 
preacher. Something to chew on, little to convict. After meeting Dabus 
and Jones, however, the situation changed. Osmakac was supplied with 
money, with which he could purchase fake weapons and explosives pre-
pared by the FBI; he was trained in their use; and he was even given 
money for a taxi so he could show up to his own attack spot, where he 
was finally arrested by the FBI. During the process, the FBI agents spoke 
of Osmakac as a “retarded fool” who needed the agency’s support to turn 
his “pipe-dream scenario” into any semblance of a real threat—a result 
that they referred to as a “Hollywood ending.”75 The FBI provided mate-
rial and psychological encouragement that allowed Osmakac to become 
“dangerous enough” to be legally and operationally eligible for arrest. Of 
course, this also means that ever confirming whether Osmakac would 
have acted without such encouragement becomes impossible; the price 
of a preemptive certainty is the absolute unconfirmability of justice.

Osmakac joined other (predominantly, but not always, Muslim and/
or of Arab descent) Americans whose antisocial, delusional, or other-
wise mentally nonnormative conditions were relentlessly manufactured 
into apparent proof of violent intentions and the capacity to carry them 
through. Matthew Llaneza was an American of Filipino, Anglo-Irish, 
and Hispanic descent who was later described by an FBI informant as 
having “the mind of a little child.” Nevertheless, his drunk ravings of 
“Allah Akbar” at a house party, combined with wild boasts about know-
ing how to build guns, were treated very seriously in assembling charges 
against him—overwhelming his family’s protestations that Llaneza, 
with a history of mental illness, was barely capable of raking the back-
yard as instructed. Eventually, Llaneza too was contacted by an under-
cover agent, encouraged to plot in words a bombing attack, and duly 
arrested.76 Perhaps most famously, the “Newburgh Four”—again Mus-
lims of American citizenship (save one)—were enabled, encouraged, 
and arrested by the FBI.77 One report estimates that about 30 percent 
of counterterrorism convictions between 2002 and 2011 were fabricated 
through stings.78 In the case of José Padilla, aka Abdullah al-Muhajir, 
this subjunctive reasoning was sufficient to approve three years of de-
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tention without formal charges—and, possibly, torture (a claim made by 
Padilla and his lawyers and denied by the government). Paul Wolfowitz, 
the US deputy secretary of defense, made it clear that the state stands 
behind this new standard in preemptive action:79

There was not an actual plan. We stopped this man in the initial planning 
stages, but it does underscore the continuing importance of focusing par-
ticularly on those people who may be pursuing chemical, or biological or 
radiological or nuclear weapons. This is one such individual.

Although the full dataset remains publicly unavailable, The Intercept 
has compiled a list of some three hundred individuals charged with 
terrorism-related offenses on the basis of such covert operations.80 
Supposed weak indicators predictive of “lone wolf ” terrorists, from radi-
cal Islam to mental illness to antisocial behavior, reappear over and over 
again—although many of these individuals tended to work with one or 
two accomplices, sometimes in international networks. The role of FBI 
informants and undercover agents are often crucial in making these 
individuals eligible for arrest. Nelash Mohamed Das was provided with a 
gun and the fake address of a target (a member of the US military) by an 
informant—and duly arrested with murder-related charges at the scene. 
Edward Schimenti and Joseph D. Jones had advocated Daesh causes 
on social media; Jones, an affidavit for the court case shows, wrote a 
Google+ essay titled “Jihad: The Forgotten Obligation.”81 Yet it was again 
a lengthy chain of interactions with informants and undercover agents 
through which they crystallized a concrete plan. The FBI informant 
told Schimenti and Jones that he wished to travel to Syria to fight for 
Daesh; in response, they helped him procure mobile phones and drove 
him to the airport—concrete forms of action eligible for conviction. 
Retrospectively, it seems clear enough that the majority of these indi-
viduals at least entertained thoughts of violence. Schimenti’s last words 
to the informant at the airport were “[D]rench that land with they, they 
[sic] blood.”82 What is equally clear is that this form of terrorism pre-
vention manages a wider bandwidth of futures beyond the “imminent 
attack” and that it is, like self-surveillance or digital hygiene, indefinite: 
there can be no point of cessation, of sufficient security.
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Fighting Words

The subjunctive reason at work in monitoring and capture were con-
sistently extended to the juridico-legal sphere. Basaaly Saeed Moalin, a 
Somali American arrested in 2013, became one of the select few suspects 
to achieve national prominence. With Edward Snowden beginning his 
leaks that year, Moalin became citable as an exemplary case for pub-
licly proving the effectiveness of state surveillance. As of 2017, he would 
remain one of the only cases where the state has publicly cited “criti-
cal” reliance on NSA’s electronic surveillance. Yet the construction of 
this claim to certainty was also predicated on preemptive fabrications. 
Arrested on charges of conspiracy and material support for terrorism—
specifically, posting 8,500 USD to a Somali contact associated with the 
jihadist group al-Shabaab—the prosecution argued that Moalin’s fre-
quent phone calls and money transfers amounted to a clear support of 
terrorism. Once again, Moalin had to be apprehended before he could 
produce any further certainty; it was argued that to wait for “proper” 
proof would be unacceptably negligent of real dangers posed by the 
suspect.

In court, the defence directly contested this interpretation of available 
evidence—and, in doing so, publicly exposed the fabrications as a set 
of uncertain and primordial indices oriented toward certainty. Picking 
apart Moalin’s phone calls collected by telecommunications surveillance, 
the defense argued that his comments about “jihad” referred to a local 
jihad in his native Somalia against the Ethiopians, that his money trans-
fers to his homeland had gone to projects for schools and orphanages, 
and, indeed, that no record showed any definitive statement in support 
of terrorist attack.83 The defense went as far to submit to the court al-
ternative translations of Moalin’s Somali calls, enlisting cultural inter-
pretations of the Somali material. Moalin’s cousins argued that his talk 
was a well-recognized form of fadhi ku dirir (literally “sitting and fight-
ing”), an aggressive but ultimately noncontroversial form of argumenta-
tion common among Somali men. Because Moalin was apprehended 
before he could supply further certainty in the form of a violent attack 
or concrete statements referring to one, surveillance and arrest had to be 
justified through subjunctive and paranoid readings of relatively cryptic 
comments:84
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Moalin: We are not less worthy than the guys fighting.
Issa [acquaintance]: Yes, that’s it. It’s said that it takes an equal effort to 

make a knife; whether one makes the handle part, hammers the iron, 
or bakes it in the fire.

The palpable gap between Moalin’s words and the eventual charges 
(of conspiracy and material support for terrorism) echoes the recessive 
relationships in the Snowden affair. Although some degree of fabrica-
tion is, by definition, a necessary part of any preemptive measure, the 
2010s saw a visible embrace of more speculative forms of knowledge 
that could justify early intervention—largely because it was thought that 
the evolving state of terrorism did not permit the luxury of waiting for 
certainty. If these suspects were being directed and shaped on the basis 
of potential rather than actual danger, operatives and politicians argued, 
so be it: such preemption is the only way to ever “know enough” in time 
to stop the next attack.85 In chapter 3, we saw how the lone wolf as a 
category acts as a figuration of unpredictability, one that nevertheless 
requires strategies of approximation and appropriation. These epistemic 
practices reach their destination point with cases such as Osmakac and 
Moalin, where new strategies are devised to lift suspicious signs from 
ambiguity to “sufficient certainty.” This subjunctive factmaking does 
not disappear, either, with more interrogations or stricter incarceration. 
Rebecca Lemov’s analysis of Guantanamo demonstrates the irony: the 
more that becomes known about these inmates, the more reasons there 
are to speculate about the danger they pose. Subject to extreme security 
and indefinite detention, many of these individuals are forced into a ju-
dicial limbo—that space of exception in a securitized state where ques-
tions of justice remain suspended.86

Broken Windows

In 2005, Ehsanul “Shifa” Sadequee was nineteen years old. He was 
arrested and sentenced to seventeen years in prison for suspicious 
activity that included translating jihad-related texts, talking to (already-
identified) dangerous individuals online and producing a ludicrously 
amateur “casing video” in Washington, D.C., with an acquaintance 
named Syed Haris Ahmed (who would also be arrested). The low-quality 
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footage, shot by Sadequee, swivels wildly, flashing locations such as the 
Capitol; Ahmed, in charge of driving, can be heard shouting, “Take it, 
take it! Allah Akbar . . .” Later, another voice—presumably Sadequee—
narrates that “this is where our brothers attacked the Pentagon.”87 In 
Sadequee’s case, the role of informants as a technique for coaxing evi-
dence, if any, is unclear; no publicly available details indicate such. In 
a period during which behavior such as Osmakac’s was sufficient for 
arrest, Sadequee had made no direct move for a violent attack but had 
clearly done enough.

Years later, filmed by a documentary crew, a rare kind of meeting was 
held: Sadequee’s family, on a protracted quest to prove his innocence, 
journeyed to meet Philip Mudd. As deputy director of the National 
Counterterrorism Center at the time, Mudd had had a direct hand in 
the case and the decision to arrest. Although courteous and sympathetic 
to Sadequee’s family, Mudd insisted on the necessity of such an action:88

People like me are in a difficult position. We cannot afford to let dozens of 
innocent people die because a youth makes a mistake . . . If we switched 
roles, what would you do? What would you do? Would you let him go?

Mudd’s dilemma was a classic one, intensified by the political and 
moral climate of the times.89 Counterterrorism experts spoke of a 
“zero tolerance” climate permeating the agencies in the years follow-
ing September 11; the idea that even a single further terrorist attack 
on American soil was absolutely intolerable and had to be stopped 
at all costs. Andrew Liepman, who had been director of the National 
Counterterrorism Center from 2005 to 2012, described the political 
climate in that period as one of “zero failure, zero attack threshold.”90 
Such a climate would intensify after every attack that nevertheless 
occurred. Across the Atlantic, a series of major suicide attacks had 
become a central issue in the French presidential elections of 2017. The 
eventual victor, Emmanuel Macron, insisted: “I propose pragmatism, 
with zero tolerance”—with terrorism, with crime, with delinquency.91 
His rival, the far-right Marine Le Pen, was not to be outdone: “in the 
face of gang violence, the state must be unyielding and respond with 
zero tolerance” to overcome an existing “culture of permissiveness.”92 
A month later, three Muslim individuals attacked London Bridge and 
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Borough Market, killing eight. The British Prime Minister Theresa May 
announced—to a city famous for its massive population of CCTVs—
that “there is, to be frank, far too much tolerance of extremism in our 
country.”93 What does it mean to be “tolerant” of extremism or terror-
ist attacks? Zero tolerance is an impossible and oxymoronic concept, a 
piece of politically overcharged rhetoric designed to soothe the trauma 
of a fresh terrorist attack. Decision-making within actual counterter-
rorism operations are far more cognizant of the irreducible uncertainty 
in the predictive process. Nevertheless, Mudd’s words point to the ways 
in which this political climate moves the operational needle. The mul-
tiple strategies of preemptive fabrication around individuals such as 
Sadequee were necessitated by the sense that what used to count as due 
process, as sufficient thresholds of certainty, were too slow, too danger-
ous. The preemptive actions taken might themselves carry a margin of 
error, but—like the NSA’s “incidental” collection of domestic commu-
nications data—articulated as necessary. One form of uncertainty was 
being traded for another.

The concept of zero tolerance had long lurked in the background of 
American discourse on crime and discipline. The term itself was born 
in the American drug policy of the 1980s and, during the 1990s, was 
gradually adopted for the codification of aggressive enforcement for 
law and order across schools and local police.94 It is consistently asso-
ciated with the notorious “broken windows” theory, which provided a 
general framework for linking every small element of disorder with a 
wider onset of serious crime and violence.95 Rudy Giuliani and William 
Bratton, the mayor and police chief of New York, respectively, conjured 
images of a city “out of control” that had to be matched by an aggressive 
and comprehensive cleanup.96 This legacy is reprised in the contempo-
rary depiction of a terrorism out of control and escalating aggression as 
its only deterrent. In the context of state surveillance and counterterror-
ism, zero tolerance renders epistemic uncertainty intolerable. It becomes 
far more difficult to respect the rights of suspects because one cannot 
write off any attack as an “acceptable” or unavoidable loss. Yet, in so 
many cases, especially that of lone wolves and “homegrown” terrorists, 
the possibility of crime remains uncertain until it is too late to intervene. 
These gaps would be filled by a combination of more “actively” engaged 
informants, subtle shifts in the judgments of experts such as Mudd, the 
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degree of aggressiveness in pursuing court rulings, and other gradual 
shifts in operational standards of what counts as sufficient proof.

The imagined end point of zero tolerance takes us back to the fan-
tasy of epistemic purity—the idea that the lone wolf, the terrorist, the 
delinquent can be identified and excised from the social body with the 
help of advanced technologies. Even as the actual implementation of 
surveillance involves a complicated redistribution of uncertainties, the 
publicized fantasy of prediction and control is wielded as a flexible so-
lution for many different fears of impurity and contagion. One of the 
consequences is a certain overconfidence in the data at hand, pushing 
institutions to squeeze maximum action out of available knowledge. It 
is a strange and unsettling equation: the more necessary the action, the 
less we shall question the data.

Virtuous War

The changing standards of truth and proof in counterterrorism were also 
consistent with the wider political and military climate. The search for 
certainty in a world out of control provoked numerous other strategies 
by which a clean cut might be achieved between citizens and monsters, 
secure and unsecured zones, war and peace. In this sense, the problem 
of producing sufficient knowledge out of Moalin’s communications is 
formally analogous to the most infamous case of speculative proof in the 
period: the alleged presence of weapons of mass destruction [WMD] in 
Iraq, which functioned as a crucial casus belli domestically and inter-
nationally for American invasion. In February 2003, Secretary of State 
Colin Powell famously presented the US administration’s case for war to 
the UN Security Council. Among the “facts and conclusions based on 
solid intelligence” he offered were foreign communications data inter-
cepted by the NSA. In the first excerpt, an Iraqi colonel vaguely referred 
to “this modified vehicle . . . what do we say if one of them sees it?” In 
the second and third, there were equally broad references to “forbid-
den ammo”—and then, in a rare moment of relative specificity, an order 
to “remove the expression ‘nerve agents’ from wireless instructions.”97 
From arresting Muslim American teens to justifying regional war, the 
accepted standard of what constitutes “sufficient” certainty was adjusted 
to match an allegedly more uncertain reality.
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Another contemporaneous development was the emergence of drone 
warfare as a major player in military operations. The Obama admin-
istration enthusiastically embraced unmanned aerial vehicles (UAV), 
and a doctrine of “clean” warfare that would take the fantasy of epis-
temic purity to the battlefield. High-tech surveillance and its predic-
tive knowledge production would erase enemy combatants—and only 
enemy combatants—before the messy and contagious violence of tra-
ditional warfare could begin.98 Of course, no technology is guaranteed 
an infallible claim to effectiveness but must socially construct standards 
and measures such as accuracy and precision.99 Since the first confirmed 
use of UAVs in a “kill operation,” variously pegged as late 2001 or early 
2002,100 drone warfare has been dogged by public consternation over 
how this complex, human–nonhuman system “knows” to kill.101 Paral-
leling the state defense of NSA surveillance, the justification of drone 
strikes have often fallen back on secret proof and publicly unverifiable 
knowledge.

What we do know about these fabrications tend to parallel the aggres-
sively justificatory strategies on the counterterrorism side. Snowden-
leaked files on drone operations in the Hindu Kush between May and 
September 2012 show that unknown casualties tend to default into the 
category of “enemies killed in action” (EKIA). The victims of drone 
strikes, eviscerated from afar, thus “count” toward the justice of their 
own deaths until proven otherwise. Ultimately, the said operations—
dubbed HAYMAKER—reported 54 drone strikes yielding 157 EKIA 
but only 19 “jackpots,” or specific targets confirmed as dangerous indi-
viduals.102 Often, the victims’ basic demographic identity as “military-
age males [MAM] in a strike zone” was sufficient to mark them for a 
speculative and deindividualized death.103 Visual cues such as praying 
or holding “cylindrical objects” also supplied indicators for licensing 
drone strike in ways that remind us of the use of “weak indicators” in the 
search for lone wolves.104 Speaking about the case of Basaaly Moalin, the 
NSA’s Keith Alexander explained the logic at work: to find the bad guys, 
“I need to know who his network of friends are, because chances are 
many of them are bad, too.”105 Where Arab Muslims in the Middle East 
were fabricated into targets—and then killed—based on physical prox-
imity, Arab Muslims in the United States were fabricated into threats 
and arrested based on communicative proximity. Across the knowl-
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edge production work in drone warfare and sting operations, we find 
the same problem: the ethical consequences of a system of classification 
and a standard for sufficient proof, one whose choice of what kinds of 
proximity and association to privilege is often passed off as “common 
sense.” The proliferation of subjunctive reason legitimizes an environ-
ment where being “close enough,” physically and metaphorically, is in-
creasingly enough to count as guilty.

This compression of the distance to guilt, of the distance separat-
ing suspicion and proof, is compounded by another kind of distortion. 
Drone killing reflects the shrinking space-time of decision in automated, 
distributed systems. On one hand, there is the overwhelming pressure 
to act, to save the right lives and take away the right ones, to not miss 
the smallest window of opportunity. On the other hand, the decision—
which, make no mistake, must still be made and still is open to human 
judgment—becomes strung out across pilots, commanders, analysts, 
and the machines themselves.106 The relay of information and judgment 
across these networked systems typically involves an average of thirty 
to forty-five hectic, real-time deliberations; this entire process is envi-
sioned to quicken into “seconds” by 2025.107 Such compression does not 
eliminate the need to render judgment over uncertain problems, but 
it does change the wiggle room human subjects have to steer the pro-
cess. Although covert operations such as those on Sadequee or Osmakac 
often take months and years to develop, they exhibit similar pressures 
between the injunction to act and an urgency compelled by uncertain 
timeframes (you never know when your suspect will “snap” and make an 
attack). This aspect of counterterrorist fabrications—the structure of de-
cision vis-à-vis uncertain realities and the risks of action—we turn next.

Zero-Degree Risk

September 11 cast a long shadow of terrorism over America in the early 
twenty-first century. And yet, some voices cautioned that all this might 
have been blown a little out of proportion. After all, the statistical prob-
ability of death from a terrorist attack in the United States between 
2007 and 2011 was about one in twenty million.108 On numerous occa-
sions, President Obama took to reminding both the public and his own 
staff that “the odds of people dying in a terrorist attack, obviously, are 
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still a lot lower than in a car accident”109 or even falls in bathtubs.110 
The Washington Post pointed out that “you’re more likely to be fatally 
crushed by furniture than killed by a terrorist.”111 Yet the invocation of 
such statistics (which hardly dampened the dominant discourse of fear) 
illustrates the troubled relationship between surveillance, terrorism, 
and probabilistic calculation—and the centrality of the latter in produc-
ing working standards of “sufficient” knowability. On one hand, what 
knowledge can statistics deliver about an event such as September 11, a 
devastation of a singular significance in the context of American history, 
or a figure like the lone wolf terrorist, a figure that hides in the many 
residual interstices between known demographics and modes of organi-
zation? On the other hand, the play of correlations and probabilities was 
precisely how data-driven surveillance promised to render such events 
predictable and preventable—and, even, how the benefits and harms of 
such surveillance are assessed. The impossibility of statistical risk calcu-
lation was intertwined with a renewed vision of total calculability.

This tension consistently broke out into public discourse over the 
course of the Snowden affair. The question of terrorism’s probability—
and the calculation of surveillance’s effectiveness—became a key site 
for claiming and contesting the legitimacy of surveillance practices. An 
overarching frame was furnished by the frequently expressed notion 
that the problem of surveillance is to find the right “balance,” to strike 
the right “bargain,” between the conflicting values of security and pri-
vacy. Soon after September 11, in a statement to the US Congress (made 
available to the public), NSA director Michael Hayden insisted:112

What I really need you [Congress] to do is talk to your constituents and 
find out where the American people want that line between security and 
liberty to be . . . We need to get it right. We have to find the right balance 
between protecting our security and protecting our liberty. If we fail in 
this effort by drawing the line in the wrong place . . . the terrorists win 
and liberty loses in either case.

He would repeat the idea of “balance” several times—in his 2006 address 
to the National Press Club as a Deputy Director of National Intelligence, 
and later in his autobiography as a retired general.113 Barack Obama’s 
public defense of surveillance programs invoked a similar bargain:114
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But I think it’s important for everybody to understand, and I think the 
American people understand, that there are some trade-offs involved . . . 
And the modest encroachments on privacy that are involved in getting 
phone numbers or duration without a name attached and not looking at 
content—that on, you know, net, it was worth us doing.

This idea of a grand “bargain” asked the public to weigh the pros 
and cons of state surveillance and to balance the equation toward a 
Goldilocks point where harms might be minimalized and benefits 
maximized. It was a classic case of risk-oriented, actuarial thinking. 
Yet efforts to deliberate toward this balance exposed a deeper epistemic 
problem: How could surveillance be “balanced” if its effects cannot be 
assessed in meaningfully quantifiable terms? What kinds of statistical 
reasoning and risk calculus could be enacted when it involves the col-
lection of literally uncountable pieces of data with the aim of preventing 
even a single attack (under the full awareness that absolute security is 
impossible)? Is a mathematical balancing of the various moral obli-
gations vis-à-vis surveillance even possible? Consider contemporary 
efforts to ascertain the value of surveillance. The New Yorker asked:115

the N.S.A. has [collected] records from hundreds of billions of domestic 
phone calls . . . the government has not shown any instance besides Moa-
lin’s in which the law’s metadata provision has directly led to a conviction 
in a terrorism case. Is it worth it?

This tension between “zero tolerance” and the probabilistic nature of 
modern risk can be found across other counterterrorist efforts. Harvey 
Molotch describes a multimillion-dollar surveillance system installed in 
New York’s subways during the mid-2000s, a project in which the politi-
cal demands for concrete action overcame the transport authority’s own 
skepticism. As of 2012, the system had yielded a small number of arrests 
for misdemeanors and not a single lead related to terrorism; in other 
words, its “cost” in the form of money and civil rights had yielded no 
tangible “benefits.” Meanwhile, actors continued to manipulate numbers 
and statistics as a way to shape the epistemic field: “1944 New Yorkers 
saw something and said something,” insisted a poster produced by the 
transport authority, although the number has yet to be traced to any 

Hong_3p.indd   148 5/15/20   2:24 PM



Bodies into Facts  |  149

actual documentation.116 Yet the point of a subjunctive knowledge envi-
ronment is that the absence of proof does not authorize certainty one 
way or the other; after all, unknown terrorists may have been deterred 
from attempting terrorist attacks by the presence of cameras. Or the sys-
tem may yet live to catch a terrorist red-handed—if not tomorrow, then 
next month, next year . . . As we saw with counterterrorist strategies 
for coaxing suspicions into proof, terrorism had become an epistemic 
problem not so much concerned with minimizing probabilities and 
constructing acceptable models of risk, but a politically charged search 
for absolute certainty in a context where a degree of unknowability is 
inherent. The unfalsifiability of surveillance’s value proposition reflects 
the difficulty, or perhaps impossibility, of producing a morally sound 
“balance” between security and civil rights.

These debates around terrorism’s probability and surveillance’s ef-
ficacy reflect an ongoing struggle to rationalize these uncertainties in 
terms of risk and, specifically, to derive probabilistic calculations by 
which the costs of terrorism or surveillance might be defined (and 
therefore justified, mitigated, and compensated). In other words, the 
appeal of risk was that uncertainty could be “frozen” into a usable and 
reliable bandwidth of possibilities. In James Clapper’s invocation of fire 
insurance, the language of risk functions as a skeuomorph, translating 
accumulated familiarity and legitimacy to new efforts for conceptual-
izing the dangers of terrorism (or surveillance itself). Yet uncertainty 
has never been entirely reducible to risk. The exemplary distinction was 
already provided by the economist Frank Knight in the 1960s, when he 
differentiated measurable, and therefore calculable, degrees of chance 
(risk) from the kinds of unknowns that cannot be accounted for (uncer-
tainty).117 This did not mean relegating uncertainty to a formless mush 
that should be bracketed out of serious predictions. Rather, Knight ar-
gued, this uncertainty faced by each economic actor produces asym-
metries, zones of ignorance, and suboptimal decisions, wherein change 
and profit might be generated. In anthropology, a group of scholars 
have examined the sites of actual operationalization where strategies for 
managing uncertainty go beyond the rigidly calculative and rational-
ized.118 Elsewhere, we find terms such as agnotology—the study of igno-
rance—to address practices of deliberately producing and perpetuating 
uncertainties, the exemplary case being the work of tobacco lobbyists.119 
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Risk is not an objective expression of uncertainty but a particular tech-
nology for converting and reducing them into a transactional object—
and one that is increasingly ill suited to the kinds of uncertainties that 
data-driven surveillance seeks to eradicate.

This disjuncture has not gone unnoticed by theorists of risk.120 Risk 
itself is not a singular, static concept, and each localized conception of 
risk attempts to capture uncertainty in different ways.121 Ulrich Beck, 
among the most prominent of risk scholars, had come to fame through 
Risk Society, in which the modern attitude to risk defined by a rigor-
ous economy of “acceptable levels” (i.e., acceptable failures, deaths, di-
sasters) that imposes a clear grid for calculating optimal decisions and 
practices.122 By 2009, near the end of his life, Beck had turned to the 
argument that societies are experiencing a swell of unknowns and un-
knowables and that responses to climate change and terrorism charac-
terize a “planetary state of exception” to the rule of risk calculability.123 
However, as Mitchell Dean has argued, establishing a reliable standard 
for arguing that the world has become “more dangerous” in realist terms 
is difficult.124 The point is that risk has always been a question of how 
dangers are perceived and calculated by societies—and in this epistemic 
sense, the differences must be counted.

It is worth remembering that the “traditional” conception of risk had 
itself emerged out of a proliferation of data and widespread enthusiasm 
about its epistemic capacity. As new kinds of statistical information be-
came available and “the world teemed with frequencies,”125 scholars and 
experts of the nineteenth century rushed to establish laws and models 
that could leverage this data toward new knowledge, more certainty. 
This heyday of modern risk included both the expansion of actuarial 
calculations (for, say, sickness and mortality) and ultimately unsubstan-
tiated efforts to identify “criminal” faces or “inferior” skull shapes.126 
Such rationalizing work often swept away (although not completely) 
many older heuristics for danger, luck, and chance, but this conquest 
was itself achieved through a host of often arbitrary decisions. Ian Hack-
ing relates a striking example in the 1820s: the British Parliament, eager 
to establish actuarial laws to facilitate the fledgling business of life insur-
ance, summoned one John Finlaison, the first president of the Institute 
of Actuaries—who proceeded to tell them that no such calculation was 
possible at the time.127 Rather than heed his expertise, however, Parlia-
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ment cajoled Finlaison repeatedly until the man grudgingly produced 
some numbers. The normalization of risk logic itself involved a set of 
heuristics and veridical objects for rationalising unknowns into knowns 
(or, rather, probabilities). Debates around data-driven surveillance con-
tinues to invoke those high modern techniques—the language of statis-
tics, probabilities, trade-offs, equations—to mitigate the rising feeling of 
radical uncertainty.

If each social construction of risk appears to harbor some unquantifi-
able excess of risk within it, this tension is traceable right down to the 
birth of the word itself. Catherine Althaus shows that although the exact 
origin of the modern English term is disputed, risk’s various possible 
roots all derive from a sense of uncertainty beyond quantification and 
calculative control.128 In one telling, the lineage stems from the Arabic 
risq, meaning that which has been given by God and through which 
one profits. Another theory hearkens back to maritime dangers faced 
by European sailors, from medieval Spanish risco (rock) to the Greek 
rhiza (hazards of sailing too near to the cliffs). Modern risk has perenni-
ally struggled to capture and eliminate uncertainty, even as it constantly 
designates new regions in which calculation is considered implausible. 
State surveillance, of course, is one such insurance against the dangers 
of post-9/11 terrorism. The insistence that the right balance has been 
struck—and underlying that, the presumption that such an equation is 
possible—enacts a social process of fabrication whereby surveillance is 
able to somehow prove its worth against the dangers of terrorism that is 
somehow able to be known and affixed with a value. What we see here 
is no epochal shift where technologies of risk reach a “limit point” but 
the smuggling of less quantifiable material into the operational theater 
of risk epistemology.

* * *

Even as data-driven surveillance and its war on terror continue to bor-
row from the language and authority of older forms of risk, the forms of 
uncertainty that they conceptualize and operationalize do not fit neatly 
into those statistical epistemologies. The resulting contradiction might 
be termed “zero-degree risk”: the intersection of a veneer of statistical 
reasoning with a certain threshold of indeterminacy and negligibil-
ity, which defaults to a more speculative and preemptive kind of claim 
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making. It is to say that we have to calculate the risks and act on the 
numbers, but because the threat we face is so uncertain and mysteri-
ous, we must be ready to elevate the data we have into the knowledge 
we need.

Insofar as terrorist threat is conceptualized as a zero-tolerance event 
of incalculable harm, it defies simple mathematical calculations of value. 
If the risk of death from terrorism is lower than from a car crash, how 
low does it have to be to fall under “acceptable levels”? If a given sur-
veillance program violates the rights of several million citizens to catch 
a single terrorist (or, as is often more likely, preemptively apprehend a 
suspect), is it “worth it”? In contrast to financial trading or gambling, 
where a certain ineliminable degree of uncertainty is accepted as the 
price for the benefits of risk and probabilistic reasoning, the post-9/11 
climate embraced the fantasy of total security and total preemption. 
When the “what if ” side of the equation is as catastrophic as September 
11, the “value” that each rights violation holds on the opposite side of the 
equation does not just decrease: it becomes unquantifiable. Surveillance 
practices are often justified on the bargain claim that a certain amount 
of invasion of privacy, for instance, is “worth it” for a certain amount 
of safety gained—as we saw with Obama’s defense of NSA surveillance. 
This implies lines in the sand, at least, where we could say surveillance is 
not worth it. Yet this is not the case in a “zero tolerance” climate, where 
there is a constant emphasis on the calamitous enormity of each terrorist 
attack. When even a single error, a single oversight, could cause apoca-
lyptic harm, surveillance becomes an emergency measure that can never 
be repealed. In this broken equation, surveillance has neither a proper 
“fail-state” (where it is proved to be inappropriate) nor a “success-state” 
(where it can be proved that it has done the job). Its failure is always 
provisional, and its success can always be positioned as just around the 
corner—thus fulfilling an analogous function to how the innovations of 
the “next upcoming version” constantly endow self-surveillance tech-
nologies with an air of prospective fulfillment. Surveillance’s obsession 
with potential futures means its calculation of “worth” and “success” in-
creasingly become indifferent to actualized cases of danger.129

This is not to say that surveillance and terrorism in the twenty-first 
century is “post-risk.” Actuarial reason might still declare a certain indi-
vidual to be “worth” a certain monetary premium; the 2002 Terrorism 
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Risk Insurance Act indeed incentivized insurers to provide packages for 
terrorism.130 The effort to classify and predict the lone wolf, as witnessed 
in chapter 3, demonstrates the enduring attraction of correlational and 
probabilistic calculations of risk. Zero-degree risk expresses the ways 
in which surveillance and terrorism—in public debate as much as its 
internal operations—struggle to establish a calculative reason or, at least, 
a performance of such reason over the incalculable. The proliferation of 
zero-degree risk as a heuristic reflects the fact that even as the vision of 
data-driven predictivity and total archives articulates surveillance’s ideal 
form, both its practitioners and the public are faced with the practical 
need to make decisions and assessments.

This “upselling” process, where incomplete data and provisional 
judgments are fabricated into authoritative predictions, also relied on 
a moralizing discourse: that doing something must be better than doing 
nothing, and therefore, “everything” that can be done must be done. 
Matthew Hannah calls it “actionism”—an intensification of a propen-
sity for action and the performance of being “proactive” that is latent 
to modern politics.131 One oft-cited instance is British Prime Minister 
Tony Blair’s defense of the American invasion of Iraq, itself very much 
tied to the political fascination with terrorist threats at the time:132

But sit in my seat. Here is the intelligence. Here is the advice. Do you 
ignore it? But, of course intelligence is precisely that: intelligence. It is not 
hard fact. It has its limitations. On each occasion the most careful judge-
ment has to be made taking account of everything we know and the best 
assessment and advice available. But in making that judgement, would 
you prefer us to act, even if it turns out to be wrong? Or not to act and 
hope it’s OK? And suppose we don’t act and the intelligence turns out to 
be right, how forgiving will people be?

Here, we might recall Philip Mudd’s words when he, from the position 
of a counterterrorism specialist, explained to the families of a fabri-
cated terrorist why such engineering of proof was necessary: what if you 
understood that your judgment, an act of faith either direction, stood 
between convicting an innocent or allowing mass murder to happen? 
“What would you do? Would you let him go?” The same question echoes 
silently in the networked centers of drone strike operations, as well as 
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justifications of measures such as CCTVs in schools.133 And, of course, 
the NSA’s post–September 11 strategy—to collect “everything” because 
anything might be important—is itself the clearest manifestation of 
actionism. The contradictions between an absolutist, zero-tolerance 
politics and an uncertain world of catastrophic risks are sidestepped 
through an ethics where one always opts to do, to save, to record, and 
to arrest, an epistemology where the known harms, or “side effects,” of 
surveillance are counted for less than the unknown harms of inaction.134

Actionism completes the zero-degree equation and rationalizes a 
pathway from uncertain epistemology to concrete decisions. Here, the 
possibility of future harms is prioritized over (or, rather, enters in place 
of) probability, completing the irony of the mathematical veneer; pre-
cisely the things that escape statistical knowability are presented as a firm 
basis for “knowing enough” to act. Brian Massumi references the “de-
cisionism” of Obama’s predecessor, George W. Bush, as an example of 
this attitude toward decisions and uncertainty.135 As the sitting president 
when the September 11 attacks occurred, Bush would pursue a rationality 
that does not dither and contemplate the specifics of danger because it 
cannot be fully clarified anyway; what is important, the argument goes, 
is to do something about it with certainty. Today, that “something” de-
faults to surveillance. Zero-degree risk becomes a crucial element in the 
self-legitimating loop between risk and surveillance. In this loop, sur-
veillance evacuates itself from external scrutiny that might regulate its 
standards of sufficient proof (for the guilt of a citizen, for the efficacy of 
the system, for the danger levels of terrorism). Its developing array of 
fabrications, tightly plugged into the affects and performances of secu-
rity, retain the guise of rational and evidence-based reasoning—indeed, 
the guise of the latest innovations in that area—even as it provides new 
channels for mobilizing the uncertain and the unknown for action. Karl 
Rove, one of Bush’s key advisors in the period, pointed out,136

We’re an empire now, and when we act, we create our own reality. And 
while you’re studying that reality . . . we’ll act again, creating other new 
realities, which you can study too, and that’s how things will sort out.

But this is not, as some have called it, a “post-truth politics,”137 at least 
not in the sense that such politics does not care about the truth or is 
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willing to throw away the last pretenses to it. The aspiration toward the 
regulatory ideal, or, at least, its performance, remains as strong as ever. 
It is rather the development of a certain pragmatism, a rebalancing of 
what is considered necessary in the face of enduring uncertainties in a 
data-saturated world. It is a shifting paradigm for what counts as truth 
and what you can do with that truth, a shift that evolves gradually out of 
a distributed set of seemingly independent practical dilemmas, whose 
similarities can be traced to their common reliance on the fantasy of 
objective data and technological progress. This reliance on fantasy, and 
its long modern lineage, is where we turn to next.
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6

Data-Sense and Non-Sense

All epistemology begins in fear—fear that the world is too 
labyrinthine to be threaded by reason; fear that the senses 
are too feeble and the intellect too frail; fear that memory 
fades, even between adjacent steps of a mathematical dem-
onstration; fear that authority and convention blind; fear 
that God may keep secrets or demons deceive. Objectivity 
is a chapter in this history of intellectual fear, of errors anx-
iously anticipated and precautions taken.
—Lorraine Daston and Peter Galison, Objectivity

Fabrications are borne out of renewed ambitions for control through 
objective truth—ambitions equally founded on the fear of uncertainty.1 
The heuristics for deferred and simulated knowing in counterter-
rorism sought to reprocess such uncertainties into usable, believable 
truths, yielding a stable platform for reason and morality. Again and 
again, imperfect technologies—full of messy data, presumptuous cat-
egorizations, unprovable conclusions—are pressed into service by the 
demands of honeymoon objectivity. In the domain of self-surveillance, 
the imperfections of datafication are even more clearly visible. Here, 
half-functioning prototypes and spectacular press conferences con-
stantly engineer precarious, yet effective, overtures toward a posthuman 
future. These imaginary media promote a posthuman vision of sensory 
augmentation that I call “data-sense”: a gradual merging of human and 
machinic sensibility, normalizing and naturalizing new channels for 
knowing the world out there and the body in here. Emerging across 
the promissory discourses of early adopters and entrepreneurs, serial 
tech prophets and corporate sponsors, data-sense constitutes an ad 
hoc theory of how human bodies are being directed to internalize new 
knowledge regimes of a data-driven society to stay productive, legible, 
efficient, and optimized.
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Data-sense can be understood as a popular narrativization of big data 
and machinic sensibility as a new sensory default. The rising prominence 
of self-surveillance technologies, and big data analytics more broadly, 
provoked heady expectations that human subjects would (and should) 
soon internalize these new forms of data-driven knowing into a default 
and preconscious reference point for self-knowledge. This technologi-
cal dependency was presented as a historical inevitability, an impending 
transformation of society already baked into the trajectory of technological 
progress. Thus, consumers are advised to practice the same anticipatory 
mindset that characterizes state surveillance and to rush to adopt the tech-
nologies of tomorrow in order not to be left behind. Converse to the anxiet-
ies around the uncertainties of terrorism and the demand that datafication 
help secure borders and populations through data-driven predictions, the 
ebullience of data-sense seeks objectivity as a futuristic rehabilitation of in-
dividual control and a world of stable meaning. Dreams of objective truth 
and an ordered, controlled world return in yet another honeymoon period: 
with self-surveillance, with the latest smart sensors and anticipated inven-
tions just around the corner, we might finally know ourselves objectively.

Yet, as we saw in chapter 4, this promotion of self-surveillance as a 
path to human knowing enacts a crucial displacement, installing new 
processes of fabrication that deal in knowledge not by or for human 
subjects. This new epistemic order troubles enduring conceptual frames 
for what it means to resist institutional power, assert individual agency, 
or defend the spaces of human freedom. It further imperils the mythi-
cal figure of the good liberal subject—who knows for themselves, who 
intakes information and produces choices, who opposes control with 
freedom—that supports so much of our moral and political thinking. 
Instead of a tidy and linear progress toward better knowledge, self-
surveillance thus reprises modernity’s long-running tensions between 
the ideal of knowing for oneself and the increasingly complex and non-
human systems through which that knowledge is to be produced. The 
angel moves toward the future, yet his face is turned toward the past.

Unintelligible Intelligence

When machines get it wrong, how they get it wrong can be revealing. In 
2015, Google’s image recognition algorithms infamously labeled a black 
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woman with a “gorilla” tag. The algorithm’s failure echoed not only the 
whiteness of many training datasets used to develop such systems but 
also the fundamental alienness of a perceptual system that produces 
knowledge based on indifferent correlations of visual data broken 
down into meaningless fragments. This incommensurability2 marks a 
critical shift in machinic sensibility—one that we may, with Friedrich 
Kittler, trace back to the later nineteenth century.3 Chapter 4 described 
the ways in which machinic sensibility and the knowledge it produces 
goes beyond the capacity of the human senses. Not only does a tracking 
device sense the body in ways that the conscious subject cannot (for 
instance, their galvanic skin response), but machine learning also yields 
predictions and associations that neither the algorithm nor its human 
creator can explain in (humanly) comprehensible terms. Here, the prob-
lem of recessivity reappears as the problem of unintelligible intelligence: 
as one Wired piece noted for its readers, “our machines now have knowl-
edge we’ll never understand.”4

In Cloud Face, the artist duo Shinseungback Kimyonghun (SSBKYH) 
displays images of clouds that such algorithms misrecognize as human 
faces. In them, the human observer catches fleeting glimpses of what the 
machine must have seen—echoing a millennia-long history of humans 
seeing shapes in the sky (figure 6.1b). Yet such moments emphasize 
differences more than similarities. In Flower, SSBKYH present images 
of heavily distorted flowers that the algorithm nevertheless identifies 
“correctly” (figure 6.1a). Although these flowers typically do remain 
recognizable as flowers for human observers, they represent a growing 
divergence between the flowers that count for machines and the flowers 
that count for us. What, in the end, is the sense of a flower, a face?

The overlapping moments in these alien sensibilities are constantly 
exploited for new kinds of fabrications. As Google was wrestling to re-
fine its algorithms, a new kind of machine-produced, alternative sense 
broke into the spotlight. In late 2017, a free program named FakeApp 
brought recent advances in machinic image recognition and artificial 
neural networks to the public. FakeApp allowed users with modest tech-
nological literacy and basic computer equipment to merge foreign im-
ages onto video clips with relative ease, speed, and sophistication. These 
videos, enabled through recent advances in deep learning techniques, 
would earn the general label of “deepfakes.” Predictably, the first popu-
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lar applications were almost entirely pornographic, quickly spawning 
a sizable archive of artificial videos for human consumption. The fact 
that these videos could titillate and/or disgust human subjects (at least, 
enough to motivate their continued production) spoke to their effec-
tiveness; here was a kind of machine-produced nonsense, now used to 
disrupt and manipulate traditional heuristics of human sensibility. Sex-
ual desire proved amenable to machinic excitation as well as machinic 
tracking.

The advent of deepfakes, and the crisis it caused in the veridical credi-
bility of moving images, extended earlier dilemmas that concerned static 
images.5 Smaller in file size, and easier to edit and circulate, photographs 
and other nonmoving images had already begun the path to alien unin-
telligibility (or, rather, alternative intelligibility). Trevor Paglen observes 
that “the overwhelming majority of images are now made by machines 
for other machines, with humans rarely in the loop.”6 Some of these im-
ages, such as SSBKYH’s flowers, bear some material traces of human 
signification—although their primary channel of legibility lies with ma-
chines. Even the common lament that there are too many images indi-
cates a shift in the interaction of human and machinic sensibilities. It is 

Figures 6.1a and b. In Flower (left), Google’s Cloud Vision API is used to identify 
images that the system reports as a flower with high confidence. In Cloud Face (right), 
the artist duo Shinseungback Kimyonghun display images of clouds that such 
algorithms misrecognize as human faces.
Source: Seung back Shin, and Yong hun Kim, Flower, Shinseungback Kimyonghun, 2017, http://
ssbkyh.com/works/flower/; Seung back Shin, and Yong hun Kim, Cloud Face, Shinseungback 
Kimyonghun, 2017, http://ssbkyh.com/works/cloud_face.
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not only that certain kinds of data become unreadable to humans, lock-
ing them out of forms of meaning-making in the world. It is also about 
how existing rules of the game governing what counts as meaningful, 
as sensible, as verifiable, are being upended. The human subjects of the 
data-driven society do not live blinded and walled off from the world 
of machines; rather, they are constantly asked to interpret its emissions, 
acquiesce to its findings, respond to its insights, and cope with its judg-
ments. The gap between the human subject and the world out there, be-
tween the thinking, feeling self and the body in here, is further divided 
and exploited through this advent of data as non-sense.

In seeking to understand the basic architecture of human embodied 
experience, Merleau-Ponty spoke of two kinds of senses: sens—meaning 
“sense,” “direction”—and le sentir—“to sense,” “to feel,” sometimes trans-
lated as “sense experience.”7 Today, everyday English retains a double 
meaning for sense: a sense for feeling and a sense for making something 
meaningful. Similarly, these stories point toward two kinds of shifts in 
what we sense and what sense is made of it in the data-driven society. 
The first concerns the differences between what human and machinic 
sensibility can perceive and process; the second involves how that in-
formation is then placed into different contexts for meaning-making, 
such as the relentlessly indifferent correlations of big data analytics. Not 
only is this new knowledge alien to human sensibility and cognition, 
but it also often begins operating toward “efficient” outcomes that have 
little regard for human experience. If big data began with a technical 
kind of indifference toward causality or theory, its applications increas-
ingly exhibit an indifference toward human priorities as well. Ian Bogost 
warns that as smarter machines fill the spaces in and around human 
lives, “technology’s and humanity’s goals [will] split from one another.”8

Data-sense, as a vision of technological augmentation and posthu-
man upgrade, is thus founded in observations about the non-sensicality 
of data and the incomprehensibility of machines. Even as the increas-
ingly systematic extraction of personal data for commercial uses pro-
vokes concerns that “we are [becoming] strangers to our normatively 
aggregated selves,” the same alienness of machinic sensibility inspires 
commercially attractive proposals for the measurable human.9 To be 
clear, data-sense rarely appears as such a consolidated and general the-
ory in the public discourse around datafication and self-surveillance. 
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This is an analytical reconstruction of the recurrent patterns in how the 
benefits and effects of these technologies are framed, how they mobilize 
human subjects into what trajectory of transformation, and how they 
position present technologies in a broader historical narrative of prog-
ress and objectivity. We come full circle back to Weizenbaum’s dictum 
on the reshaping of humans in the image of technology. If machinic 
sensibility describes smart sensors’ much-vaunted ability to collect data 
that humans cannot, data-sense describes the ways in which humans 
are to be asked to become interfaces and clearinghouses for that data.10

Posthuman Subjects

Although data-driven fabrications produce knowledge that is uncon-
cerned with human meaning-making, this does not imply that human 
subjects are simply left alone. On the contrary, the growing importance 
of smart machines demands specific virtues, skills, and attitudes for the 
tracking/tracked subjects. At the most basic level, we find the idea of 
data-sense as a certain literacy. In 2012, Wired—ever the evangelist for 
new practices in computing and whose employees had co-founded the 
Quantified Self (QS) community—hosted a conference subtitled “Living 
by Numbers.” On the podium was Kevin Kelly, the co-founder of QS, and 
he did not hesitate to sketch the big picture for tracking technologies:11

We’re horribly, I mean, we’re just not evolved to deal with numbers. Our 
brains aren’t really good with dealing with numbers, we don’t do statistics 
very well, we’re not really a number animal.

Here, the narrative remains at a utilitarian and instrumental level: 
self-surveillance demands new skills that humans can learn (with tech-
nological support), akin to the problem of learning the right grammar or 
typesetting. QSers and the self-surveillance industry have long grappled 
with data visualization techniques as a way to render numbers into pat-
terns, juxtapositions, and curves—objects that communicate a certain 
narrative form. (An online tool developed by Intel Labs, itself named 
Data Sense, offers a secondary communicative layer to the proliferation 
of machine-gathered data, allowing users to import, aggregate, and visu-
alize data they have gathered through tracking devices.) As a broader 
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vision, however, data-sense often went further. Having begun in terms 
of literacy or numeracy, Kelly went on to argue that machinic sensibility 
can and should be appropriated into subjects’ own sensory experience. 
In such a future, users would no longer have to struggle with the “raw” 
data or even the proliferation of graphs and tables but become so used 
to having machinic communications all around them that they would 
intuitively and habitually reach for input from tracking devices to check 
whether they are hungry, where they are going, and whether they are 
properly rested.12

But what I think the long term direction of this is, is, we want to use these 
sensors we’re talking about to give us new senses. To equip us with new 
ways to hear our body . . . right now we have to see the data, the charts, 
the curves, but in the long term where we want to go is, we want to be 
able to feel, or see, or hear them.

These “new senses” are thus described as an internalization of machinic 
temporalities, rhythms, and patterns of communication into the track-
ing subject’s phenomenological equipment. Chris Dancy, the “world’s 
most connected man,” testifies that his experiences with tracking had 
indeed left him with a kind of data-sense: “I no longer need sensors, I 
realise I am a sensor.”13 Dancy claimed that over time, he had internal-
ized the machinic sensibility of his devices to the extent that he could 
sense the temperature, and other forms of data around him, with an 
unnaturally high accuracy—and that he is even able to diagnose other 
humans on the spot, using a few quick observations to reach accu-
rate estimates about their sleep and other activities. Such testimonies 
were not unusual within and around the QS community.14 One entre-
preneur, for whom self-surveillance became a way to develop a more 
precise awareness of her health problems (as well as her data-driven 
health coaching business), described to me how that experience had 
equipped her to diagnose the hidden correlations that trouble other 
bodies as well:15

I said to [my friend,] you are aware that you are dairy intolerant, right? 
And he was, like, what do you mean, I’m dairy intolerant? And I’m like, 
yeah, you have a little bit of a . . . sound on your throat when you eat 
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dairy . . . I’m pretty sure you’re dairy intolerant. And he says, that is the 
weirdest thing, I’m Indian!

It’s interesting that you’re able to read somebody else now, even though, 
technically, you don’t have any access to his raw data.

Oh, totally. Totally. It takes me fifteen minutes on airplanes to tell peo-
ple what it is [that ails them].

Once again, health and medicine represent with the greatest clarity this 
tendency for magnifying, fragmenting, and expanding the body into 
ever-larger databases and points of measurement. One point of over-
lap with self-surveillance involved the popular fascination around the 
microbiome: the ecosystem of bacteria, fungi, and other organisms 
that reside in the human body, especially the gut. Typically credited 
to molecular biologist and Nobel Prize winner Joshua Lederberg, the 
microbiome has become a popular object of fascination and hope about 
breakthroughs in human health, both inside and outside the scientific 
community. In the world of self-surveillance, the microbiome emerged 
as a particularly potent depiction of the necessity of machinic sensibility. 
Here was an entire system latent in every human yet entirely inacces-
sible to human sensibility. Its composition is unique to every individual, 
favoring the “n = 1” approach of self-trackers over populational norms 
or the Queteletian l’homme moyen. Self-surveillance discourse thus 
latched onto the interest surrounding the microbiome, describing it 
as an untapped lode of new knowledge just waiting to be colonized by 
tracking tools.

This narrative received an appropriately iconic protagonist in Larry 
Smarr, a physicist who masterminded the foundation of America’s Su-
percomputer Centers Program in the 1980s. Smarr’s personal efforts to 
track his health throughout the 2000s, it was claimed, allowed him to 
correctly diagnose the onset of Crohn’s disease.16 By the early 2010s, he 
had constructed a chamber at Calit2, his home institution. There, the 
walls were lined with screens providing a walk-in 360-degree view of his 
gut microbiota.17 Meanwhile, Smarr’s experiments had led him to the 
QS community, which saw in him a pioneering and ambitious example 
of where self-surveillance could lead us to. Although Smarr’s claim to 
concrete, specific achievement in health knowledge required an extraor-
dinary range of personal expertise, institutional backing, and other un-
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usual resources, enthusiasts could point to his case as a way to bridge the 
relatively mundane and often failure-prone devices of self-surveillance’s 
present with the rhetoric of its transformative future.

Such imagined reconfiguration of the subjects’ sensory equipment 
reached their rhetorical peak in claims of a broader posthuman shift.18 
Kevin Kelly terms it exoself: an “extended connected self ” that constantly 
discharges data while receiving all kinds of machinic communications, 
both consciously and nonconsciously.19 Such language extends the long 
narrative of technological transcendence that had characterized utopian 
(and some dystopian) rhetoric about personal computing and the in-
ternet in previous decades—and, indeed, the broad and powerful influ-
ence of cybernetics throughout the twentieth century that defined the 
body and the selves as information systems.20 One particularly relevant 
branch of that cybernetic imaginary had been the countercultural influ-
ence on personal computing and the Internet as a route to a technologi-
cally expanded consciousness—a vision that Kelly himself had actively 
brokered in the 1980s and 1990s.21 In this tradition, tracking enthusiasts 
across news media, internet technology industries, and the QS commu-
nity spoke of exoselves and new senses. Such discourse promised not a 
future where users are turned into hyperrational machines but, rather, a 
more “authentic” relationship to one’s humanity.

There are, of course, vast chasms between the promised future of 
data-sense and the present technological practices supposed to repre-
sent society’s progress toward them. Spectacular cases such as Smarr’s 
tend to be singular and rare. To be sure, opining that present technolo-
gies do not exactly fulfill the nebula of promises surrounding them is 
somewhat beside the point. As an amalgam of fantastic rhetoric, ma-
terial glimpses, and anticipatory actions, data-sense is fundamentally 
about overstepping the reality of existing achievements and orienting 
public imagination toward a particular future. What matters, one might 
say, is the ability to write the future, a future, on the basis of whatever 
the present has to offer—enough that the rest of us might feel sufficiently 
enthused, compelled, and anxious to get on board. The many discursive 
and material presentations of data-sense thus coalesce around a simple 
and universal ambition: to reach beyond the horizons of human phe-
nomenology and to become more compatible with our machines who 
have already journeyed far beyond the human senses.
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Modding the Senses

In all this, data-sense ref lects the broader societal interest in the 
nonconscious. Although one cannot consciously “think” one’s own 
nonconscious, this layer nevertheless organizes information from the 
external world for conscious operations. By “synthesising sensory inputs 
so they appear consistent across time and space, processing information 
much faster than can consciousness, recognising patterns too complex 
and subtle for consciousness to discern,”22 the nonconscious reveals the 
mediation inherent in every form of conscious “experience”—a term 
that itself reflects an entire mythology about the integrity and non-
mediated naturalness of human sensibility.23 As Katherine Hayles has 
shown, the growing focus on the nonconscious over the later twentieth 
and early twenty-first centuries has owed much to the populariza-
tion of neuroscience, as well as proximate and sometimes precursor 
developments in areas such as cognitive biology and cybernetics.24 If 
phenomenologists a century earlier had riffed off gestalt psychology 
and other contemporary sciences to theorize how humans make sense 
of the world around them, the turn toward the nonconscious targets 
a broader problem of how human, nonhuman, and even nonsentient 
technical objects operate through “nonconscious cognition” (NC): the 
contextual interpretation of information that does not require con-
scious thought or self-awareness.25

Technologies of self-surveillance are, in many ways, technologies of 
and for the nonconscious. In tracking the body’s stress levels to man-
age concentration and productivity, or the idea that human users will 
eventually develop expanded capacities to sense the world, we find this 
recognition that the nonconscious features a set of powerful parameters 
governing the limits of conscious activity—and an ambition to codify 
and modify those parameters through technology. After all, if human 
consciousness is managed by a set of nonconscious systems that protects 
it from becoming overwhelmed and helps it sort the world into sensible 
phenomena, then it is exactly that layer that tracking devices promise to 
calculate and optimize. Data-sense can be understood here as a meeting 
point between human biological NC and technical NC at the contested 
terrain of the human body. As a quasi-evolutionary fantasy, data-sense 
describes a technological provocation of the human nonconscious to-
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wards a more hybrid and expanded state. If existentialist phenomenol-
ogy had sought the basic and often pre-conscious mechanisms of human 
being-in-the-world, that pursuit returns full force in the data-driven so-
ciety. True to the pragmatic philosophy of big data, it is focused on the 
optimal modification of these mechanisms rather than any discovery of 
their fundamental roots.

Such modification requires not only the deployment of ever-smarter 
machines, ever savvier to the idiosyncrasies of their human subjects, 
but also the latter’s ability to adapt toward machinic sensibility as well. 
The body as the object of surveillance and datafication (the body that 
speaks), the body as the material terrain of the nonconscious, under-
goes constant reprogramming somewhere between conscious reason 
and the mute biology of the flesh. In tune with the broader popular-
ity of “hacking” the body, tracking devices are increasingly cultivating 
fresh channels for communicating machinic data to human subjects.26 
These channels are often designed not so much for discrete queries and 
deliberations but a habituated and tacit receptivity to the continuous 
flow of machinic communications. To sense one’s own body is already 
for consciousness to direct itself toward something else, an object; self-
knowledge, in other words, is to know the “me” as an object distinct 
from the conscious “I.”27 Self-surveillance is designed precisely to inter-
cede in this relation.

Here, what matters beyond the design parameters of any single track-
ing device is the broader expectation that when we seek knowledge of 
the body, we shall turn to smart machines and learn to see ourselves in 
terms of databases and correlative predictions.28 As I use a tracking de-
vice to train better habits for sleeping or eating, I also become habituated 
into the relationship of machinic supervision, of seeing myself through 
the mirror of the sleep score. In the absence of more direct relations 
of coercion, what is at stake is not necessarily the standard metric pre-
sented by a tracking device but the gradual development of the subject’s 
awareness of their own body in datafied terms. Data-sense describes 
these decentralized efforts to write our collective future, a future in 
which the conditions governing how we “experience” our bodies, make 
sense of our own emotions, and produce knowledge that counts for who 
we think we are are gradually aligned to conform to the capabilities of 
machinic sensibilities.
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One sensory frontier for these adaptations is the haptic/kinesthetic. 
Touch is a sense not so exhaustively overcoded with theory as vision 
has been in the West and is a channel that is difficult for the body to 
suppress or ignore. As such, tracking technologies that exploit touch 
have focused on its promise of affecting individuals in ways that cannot 
easily be denied or resisted. In 2013, designer Ling Tan’s Reality Media-
tors were nominated for the 2013/14 Internet of Things awards and were 
duly covered across media outlets (figure 6.2). The device—a bare set of 
cords, fasteners, and white modules—is designed to apply discomfort-
ing and painful feedback, including the ability to “zap” the wearer if the 
device detects signs of flagging attention levels. Around the same time, 
two MIT students devised Pavlov Poke, a simple combination of existing 
computer activity trackers and basic electric circuits to send shocks to 
the user if they should be distracted from productive work. Of course, 
the specific form of distraction that inspired Pavlov Poke was itself a case 
of the technologically reprogrammed nonconscious; the creators explain 

Figure 6.2. Ling Tan explains that the experimental device “investigates the limits of 
human bearability towards wearable device[s].”
Source: Ling Tan, “Reality Mediators,” November 22, 2015, http://lingql.com/reality-mediators/.
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that Facebook browsing had become so habituated that they would often 
be “dragged there by some mysterious Ouija-esque compulsion.”29 One 
type of nonconscious adaptation called for another.

Such forms of haptic discipline—enacted not through language, 
image, or conscious negotiation but through targeting the involuntary 
openness of the senses—were also making their way into commercially 
available products. Productivity hacker Maneesh Sethi claims that he 
invented the Pavlok after hiring a human agent using Craigslist to slap 
Sethi in the face whenever he was distracted.30 Because the human 
component was not easily scalable, it had to be replaced; the resulting 
product consisted of a smart wristband that delivers electric shocks to 
inculcate desirable habits—such as zapping users to help them wake up 
on time.

Such reprogramming of the self unsettles the political and moral 
stakes of what we experience and how we experience it. Smart ma-
chines entail not only the expanded manipulability of the conditions 
of human experience but also externalize this manipulation unto the 
realm of the social. Human sensibility depends more and more not only 
on its unconscious architecture embedded into the body but also on 
an array of external objects. The latter’s multifaceted social life as tech-
nologies, as black boxes, as commercial products, and as anthropomor-
phized agents, exposes them to conscious human negotiation over how 
exactly their preconsciousness might be engineered.31 Wittgenstein’s 
groundless ground perseveres but is increasingly explicitly recognized 
as a technologically augmented simulation rather than any biologically 
or philosophically essential foundation. Externalization opens up the 
nonconscious to divergent reprogramming along lines such as socio-
economic status or normative ideas of mental illness. Different kinds 
of bodies are, once again, sorted into different forms of factmaking. In 
the world of data-sense, who—or, rather, what combination of techno-
logical objects, human design, and systemic tendencies—will determine 
the truth of a body? Which machines, and behind them, whose techno-
logical designs, which kinds of numerical tendencies, will count as my 
truth—no matter what I might have to say about it?
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Future Perfect

Even as data-sense presented a universalizing vision for hacking human 
sensibility, only a few limited functions were actually available—and 
typically only for the most tech-savvy sliver of the wider population. 
From James Proud’s “glorified alarm clock” in chapter 1 to Kevin Kelly’s 
direction-seeking belt, we find a consistent gap between the brilliant 
future and its pale shadow of a present. These fissures are sutured by a 
kind of futurism more than familiar to the children of the Enlighten-
ment. Insofar as data-sense is presented as an inevitability, the tracking/
tracked subject is urged to develop a new set of skills, ethics, and atti-
tudes to get the most out of new technologies. Such a narrative enlisted 
a highly celebratory history of computing technologies in the twentieth 
century. Self-surveillance was often presented to the public as the next 
step on the march of technological progress, with dedicated QSers its 
vanguard:32

One of the mantras around Quantified Self is that obsessive self-trackers 
may look outrageously geeky now, but they will soon be the new nor-
mal . . . we all will be living in an ocean of data in the near future, whether 
we are self-tracking or not, and learning how to read, manage, retrieve, 
understand, digest, parse, and selectively ignore this flood of data will be 
an essential skill—for individuals and for organizations. Self-trackers are 
there first.

Such discourse anticipates that new, or even as yet uninvented, tech-
nologies might furnish a sensory and experiential default.33 This 
future-painting coincides with the “new normal,” a term observers of 
September 11 used to “signify a world destabilised by terrorism, eco-
nomic fluctuations, and contagion prevention.”34 The new normal is 
a very much presentist description of what contemporaries felt to be 
a radical and even unprecedented disruption. Here, technology is 
unmoored from the many possible human choices that regulate the path 
of its development and elevated to an impersonal tidal force directing 
civilizational progress—exactly the sentiment that inspired the modern 
meaning of the word technology in the first place.35 In the aftermath 
of September 11, state surveillance and intelligence actors claimed that 
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a newly dangerous and unpredictable geopolitical reality demanded 
the development of powerful and indiscriminate electronic surveil-
lance. And as we saw in chapter 4, self-surveillance technology was 
often embraced as an “obligatory technology.”36 It might as well have 
been a Kafka joke: it has been decided that society is going to become 
data-driven, and we are all going to become self-trackers, and although 
nobody’s quite sure who decided anything when, we had best not be left 
behind.

To keep up with this future, the individual is asked to keep upgrading. 
In keeping with the computational metaphors, the human subject is seen 
to provide an underlying set of functions and frameworks; memory, vi-
sion, cognition, reason . . . and these capabilities, it is argued, can be 
newly programmed and augmented to stay compatible with increas-
ingly sophisticated technological prostheses. Data-sense functions as 
a “technological habitus”: the social tempering of the body that allows 
individuals to internalize the virtues, senses, and know-how necessary 
to prosper in that technological society.37 Through this process, subjects 
are promised to achieve the kind of efficacy or competency that “counts” 
in the new regime of knowledge, whether it be the savvy social media 
user that extracts reputational and monetary rewards through the net-
work or the self-surveillance connoisseur who can comprehend and ma-
nipulate the new wealth of personal data. Just as state surveillance seeks 
unprecedented transparency on the part of the population to read its 
criminal intent, self-surveillance’s ability to make one’s own body more 
transparent to oneself produces new grids of legibility for employers or 
advertisers. The project of knowing more about and optimizing the self 
enrolls many different commercial business and government interests.

Data-sense thus describes the widespread discourse that exhorted the 
necessity of a new kind of user-subject. Analogous to the creation of 
the computational user38 or the netizen, this interpellation involves a 
sustained effort at codifying and organizing the masses to adopt new 
epistemic processes, new ways of seeing, that would render them more 
amenable to the strategies of data-driven monetization and governance 
we have witnessed in chapter 4. Again, the future sketched out in data-
sense is a future far too sweeping, far too consistent, far too optimistic 
to expect perfect fulfillment. Yet these cultural fantasies are playing a 
game of prophecy, not prediction. Their significance lies in their ability 
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to help grease the wheels of technological deployment in their present—
stitching together exercise-tracking wristbands and direction-sensing 
belts, mood trackers, and sex quantification apps into a broader fabric 
of meaning and belief.

The messy knot of prototyped ambition, ubiquitous product, and 
futures sketched boldly on PowerPoint slides: data-sense illustrates a 
powerful future-forwarding tendency in our technological fantasies, 
a tendency that draws its affective force from past generations of the 
pursuit of objectivity. In chapter 1, I characterized this tendency as a 
honeymoon objectivity: the recurring faith that this time, the new gen-
eration of technologies will fulfill the epistemic fantasy—a pattern that 
helps self-surveillance borrow from the cultural legitimacy of older ma-
chines and institutions. As strategic and canny as this historicization is, 
it should not be mistaken for a truly consistent and universal project of 
a singular objectivity. Self-surveillance involves many different techno-
logical practices, yielding no clear definition of what is objective and 
what is “good” knowledge. This ambiguity benefits, rather than hinders, 
the technological fantasy. After all, tracking involves a wide variety of 
actors and interests at stake, from the QS to mass-market product de-
velopers, mainstream media commentary, and the consuming public. In 
this disaggregated landscape, objectivity often retains its pulling power 
by appearing not so much as a perfect and singular ideal to strive toward 
but as a relatively generous category that describes a set of general dis-
positions toward knowledge and its uses. Gary Wolf thus suggests that 
what matters for the community is not any codified dogma of objectivity 
but certain styles of putting facts together:39

One is objective means explicit. And you could say formal, in that sense. 
Numerical. So if you think of it in terms of representation, you could clas-
sify types of representation from formal to informal . . . Another is social 
versus individual, in which individual perception would be considered 
subjective, and social—an idea, a perception, an observation that entailed 
agreement of more people, whether that be expert observers or every-
body, would be objective . . . I think that [the two definitions] probably 
have to come apart to understand the Quantified Self, and the objectivity 
of the Quantified Self really refers to the way it’s actually used. It refers to 
[the] formality of expression, and not so much to a kind of social validity.
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Again, we find a certain pragmatism toward truth and knowledge that 
characterizes the wider turn to big data. A measure such as self-reported 
mood scores may never attain a perspectival objectivity, and its actual 
fidelity with the raw empirical phenomenon in question might remain 
uncertain as well. What matters is to produce comparable, calculable, 
and transportable measurements—things that you can operationalize 
and instrumentalize.

Such folk theories hardly add up to a comprehensive philosophy, but 
they do not need to. Their contribution lies in helping develop robust 
connections between different interested parties and discourses, enroll-
ing a wider variety of subjects into self-surveillance and the promise 
of data-sense. One part of this effort has been the gradual weaning of 
the self-nominated “Quantified” prefix: a discursive disaggregation of 
the virtues of formal, standardized, machinic objectivity from the ste-
reotypes of inhumanly hyperrational number geeks. When Wolf wrote 
for The New York Times in 2010 to introduce the nascent QS culture to 
the wider public, one of his strategies was to cite Charles Dickens’s Mr. 
Gradgrind.40 Where Gradgrind was an insufferably “obstinate” stiff who 
insisted his pupils chant, “Fact, fact, fact!” Wolf insisted that “it is nor-
mal to seek data.” In this vision, self-surveillance pursues objectivity not 
as a dry and scholarly insistence on precise factuality but as a practical 
virtue that seeks the eradication of biases, errors, and other forms of 
epistemic uncertainty when it comes to self-knowledge.

This transposition of the virtues and legitimacy of objectivity also ex-
tends to ideas about the normative human subject of data-sense. If ob-
jectivity in many contexts developed a suspicion of subjective claims and 
often sought to inoculate its procedures from human tampering, this 
also meant strictly prescribing the kinds of subjective virtues and prac-
tices required to ensure such separation. Daston and Galison describe 
how mechanical objectivity involved its own kind of self-surveillance: 
scientists were required to diligently curb their human temptation to 
subjective bias and projection. The ideal subject of this epistemic regime 
would record exactly what the camera or microscope sees—a patient 
and diligent work of suppressing the subjective that Daston and Galison 
compare to Schopenhauer’s “will to willessness.”41 The subjective virtues 
of objective epistemology was not limited to the art of disappearance, 
however. Scientists were also expected to exhibit a set of moral traits, 
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which ironically included the ability to confidently imagine a utopian 
future for their particular style of fabrications.42 At a practical level, 
where the work of machines is inevitably assisted by human hands and 
eyes, the ideals of objectivity translated—at least in the increasingly in-
stitutionalized and professionalized halls of “normal” science—into the 
valorization of qualities such as reliable and dependable personalities.43 
To articulate the virtues of objective knowledge is to specify a subjective 
ethic that cultivates sufficiently disciplined practitioners. In this context, 
the rhetoric of data-sense leveraged self-surveillance’s embrace of objec-
tivity toward its ideals of data literacy, exoselves, and the “new normal.”

Data’s objectivity, then, operates as a regulatory ideal: a distant focal 
point that organizes a collective orientation. The future best exerts its 
gravitational force when deferred onto the horizon. Self-surveillance’s 
selective appropriation of objectivity reflects the long historical collabo-
ration between the modern ideas of technology, progress, and objectiv-
ity. If objectivity is the regulatory ideal bestowing a certain picture of 
the world and the moral virtues associated with the pursuit of knowl-
edge, technology is the name for an infinite array of solutions that are 
supposed to constantly create new domains of action to replenish this 
pursuit. As we saw in chapter 1, the rise of mechanical objectivity in 
the nineteenth century was provoked by the development of new pho-
tographic technologies. Indeed, technology as an idea brought to the 
table a host of narratives about the virtues of such epistemic projects. 
The modern meaning of the term itself emerged in the mid-nineteenth 
century44—a moment when earlier designations of the practical arts and 
crafts were disrupted by breakthroughs in industrial machinery. Just as 
contemporaries of datafication speak of the coming ubiquity of new 
technologies, early commentators of technology perceived a prolifera-
tion of machines that reflected an unprecedented rate of invention and 
progress. It was an understandable sentiment, given the extraordinary 
expansion of material wealth and mechanical infrastructure Europe and 
America achieved during the Industrial Revolution.45 If the “mechanical 
arts” referred to specific practices of tinkering and craftsmanship, the 
accession of technology as a term marked a new belief in a broad, hy-
perobjective system, such as the railroad.46 Theories of the autonomy of 
technology, and its overlapping with society itself, would follow later.47 
Finally, this sense of a legible and countable world was able to extend 
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and renew itself through the idea of progress. Although there is a long 
buildup of various partial theories about human betterment from the 
Renaissance onward, again only during the eighteenth and nineteenth 
centuries did the now-familiar package come together: a belief in the 
inevitable and indefinite betterment of civilization through technical 
inventions.48

Self-surveillance’s futuristic vision of automated self-knowledge rides 
the coattails of this long historical wave. Here, we must understand the 
function of “technology” as a concept, as an image, as distinct from the 
deployment of actual and specific technologies.49 One consequence of 
the increasing complexity in technological systems was that “the public 
increasingly had to rely on images”—that is, narratives and emblems for 
popular consumption and imagination—“of technology for its under-
standing of both technology and progress.”50 At this level, data-sense 
profits from the image of technology as a neutral solution that can be 
applied to every problem.51 Once again, corporate data mining forged 
a path that self-surveillance would follow. Between mid-2000s and the 
mid-2010s, social media platforms built up a powerful position of au-
thority as institutions for the circulation of both human sociability and 
commercial sales of personal data based on that sociability. They did so 
precisely through this image of neutrality, which ultimately helped re-
route massive social and commercial influence unto a select few media 
corporations.52 Here, claims of empowerment and popular sovereignty 
became the unwitting dummy for the surveillance and exploitation of 
personal data.53 Silicon Valley, the epicenter of this strategic fiction, 
framed its role as architects of disruption. The word expresses a certain 
indifference to existing social contracts, to existing margins of tacit 
knowledge and unofficial relationships, in favor of universalizing techni-
cal principles: accuracy, efficiency, and optimization. This rather violent 
conception of technology again draws its legitimacy from the apparent 
universality of objectivity and the inevitability of progress—ensuring fu-
ture honeymoons to come.

The imagined futures of data-sense were christened through their 
own collection of images and metaphors. By the 1990s, the populariza-
tion of the internet occasioned metaphors of cyberspace, virtual com-
munities,54 and the “information superhighway.”55 Self-surveillance 
itself tapped into a set of metaphors governing the broader fascination 
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with (big) data and its wireless circulation. This included the “cloud”—a 
vision of smooth, immaterial technology, free of political and physical 
obstacles and the vision of a certain epistemic proliferation, all of which 
forms a “topography or architecture of our own desire.”56 Personal data 
itself received new and often grandiose descriptions: “data is the new oil” 
was the buzz phrase in the mid-2010s, expressing again the universal-
izing sentiment that every phenomenon in our society could be colo-
nized through technologies of datafication.57 In this language, data is a 
ubiquitous, amorphous good whose discovery and extraction can be en-
gineered through new technologies—never mind the ecological devasta-
tion that this pursuit of fossil fuels has now wrought on the planet. And 
for self-surveillance, too, this datafication is at the crux of the promise 
of technological objectivity.58

In short, self-surveillance leverages historically accumulated virtues 
of objectivity and technology toward a vision of neutral optimization 
and data-driven truth. It not only repeats earlier waves of hyperbole 
surrounding new technologies from electricity to the internet but also 
deliberately reproduces such fantasies as part of its bid for social signifi-
cance and public uptake. Again, such promises of technological trans-
formation are rarely fulfilled in exactly the ways foreseen by its pioneers. 
Self-surveillance is unlikely to eliminate uncertainty in self-knowledge 
any more than mechanical objectivity could eradicate the scientist from 
science. We may look forward to a time when today’s smart machines, 
filled with such hopes and fears, itself becomes the stepping-stone for 
the next sociotechnical revelation; as if this time, the Hegelian dialec-
tic will come to a conclusion, and pure objectivity might finally be at 
hand. Honeymoon objectivity is no prophecy but works very much in 
the present, legitimizing new power relations and systems of veridical 
authority demanded by new technological practices.

Control Creep

If data-sense is a case of honeymoon objectivity, if it reprises and 
modifies the Enlightenment orientation towards objective truth as a 
grounding for knowledge and social order, if it is the latest chapter in 
technologies as the containers of our desires—then what kinds of poli-
tics is to be had in the meantime? However ephemeral the images of the 
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future may be, they ultimately come to bear on real bodies and lived 
experience. The question remains: What kinds of control, nudging, and 
cultivation is effected on human subjects toward what forms of social 
organization, entailing what distribution of rights and responsibilities, 
knowns and unknowns, the visible and the invisible?

During the early twenty-first century, big data and smart machines 
achieved the market penetration and notoriety that come hand in hand 
with their entry into the normative fabric of society. The Snowden 
affair, of course, was one such landmark. In its wake, the public was 
asked to undertake a collective intellectual exercise: to shift their styles 
of reasoning from a model of direct causal relationships between dis-
crete, intentional actors—wherein a centralized and totalitarian “Big 
Brother” watches the people, for instance—to a more complex network 
of subjunctive situations and preempted dangers. The concerned citi-
zen was asked to think not of the particular harm done the individual 
through the malice or incompetence of specific government agents 
but of a speculatively couched combination of possible and contingent 
risks. The threat to national security, too, shifted from the imagination 
of clearly defined enemies to the amorphous, statistical danger of “the 
whole haystack.”

This messy backstage of datafication has provoked theories of a softer, 
subtler, more roundabout kind of biopolitics: techniques of control that 
veer away from direct contact with the individual and their lived ex-
perience but operate from a mediated distance, manipulating the cat-
egories and standards by which people come to count.59 Such analysis 
extends what Foucault considered the basic principles of control in a 
liberal society: political subjects behave according to a certain reason, 
and government is the art of discovering and manipulating those pa-
rameters, leading to forms of control-at-a-distance.60 But if the data-
driven society is a society of softer biopolitics, what does that mean for 
existing conceptions of freedom, of choice, of resistance? We saw how 
the valorization of transparency entails a new distribution of labor and 
responsibility, a greater pressure for the individual subject to stay in-
formed, to stay up-to-date. We also saw how these new burdens pass 
under the radar when the shifts are conceptualized in more traditionally 
liberal language. If the means of control have changed, then so should 
the definition of resistance or empowerment.
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In analyses of power and control in the new media society, the five 
pages of Gilles Deleuze has served as the master manual: the “Postscript 
on the Societies of Control.”61 The central lesson of that brief note was 
that control is no longer achieved through discrete objects bestowed 
with certain specific powers but modular and substitutable objects en-
acting a certain relationality. One is asked to visualize not a relationship 
between one being and another, each on its own ground fighting for 
territory, but the ways in which the individual is prefigured, prepared 
for, primed, preconstituted, predisposed toward certain patterns of de-
sire. This contrast has been embraced as an expression of what is truly 
novel about late capitalism and new media—although any idea of a clean 
historical passage from Foucauldian “discipline” to “control” relies on a 
poor caricature of those concepts.62 Away from the distracting question 
of historical novelty, what matters is how a new generation of subjects 
are being prepared for their particular, technologically dominated form 
of life: a way of living that includes how we learn to conduct our bod-
ies, to perceive them, to trust and distrust our consciousness, to think 
of our thoughts and knowledge and ideas as joining what kind of larger 
collective flows and how the limits of our knowledge and the limits of 
our actionable world become delineated.

It goes without saying that such cultivation does not emerge from any 
central planning committee. Big data and smart machines are not in-
evitable extensions of neoliberalism,63 nor is the technology inherently 
the harbinger of unhappy, alienated subjects constantly torn between 
the expectations of quantified optimization and the uncanniness of their 
own experience. But their historical development has resulted in tech-
nologies that target the nonconscious gap between human experience 
and the world—technologies that construct new patterns and boundar-
ies of intelligibility. In other words, surveillance and tracking systems are 
establishing a “different set of power and control nodes,”64 including on 
processes that used to remain relatively unofficial and/or self-driven.65 
In response, the political and ethical stakes must turn to what kinds 
of rules of the game these technologies are being made to support and 
what spaces for alternatives remain.

In particular, the forms of control exhibited by technologies of sur-
veillance and tracking throw into disarray the long-standing liberal 
emphasis on individual, informed choice as the foundation of moral-
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ity and politics. From the outsourced labors of a transparent society to 
the increased “maintenance work” demanded of tracking subjects, the 
equation of knowledge with agency and empowerment is superseded by 
new bargains in which knowing is often the beginning of new labors. 
The exercise of choice, so central to the empowering promise of self-
surveillance (and, to a lesser extent, the debates around data privacy 
and transparency), also sits uneasily on the axis of control and free-
dom. Even as these technologies are tasked with datafying the everyday 
for the willing consumer/user, the leakage of these functions out into 
workplaces, institutions, the “Quantified Us,” speaks to their participa-
tion in the growth of the data market. The private, personal, domestic 
dimensions of the body, so much of which often remained “known” in 
unofficial and unsystematic ways, are being colonized by a datafication 
process that renders them compatible with the calculations and judg-
ments of the market and of the government. The very mundanity of 
these products point to a certain level of normalization; datafication as a 
logic of governance reaches beyond the dramatic moments of individual 
lives and into the many little choices that make up the most ordinary of 
days.66 As smart alarms turn on our conscious cognition, as smart forks 
advise in real time that the next mouthful exceeds the calorie quota, 
as smartwatches congratulate us for standing up every hour, the every-
day labor of choosing, consuming, and knowing becomes less a space 
of nondeterministic creativity and more the work of further aligning 
oneself to the regime of what counts as truth.

In January 2017, Wired published a special issue dedicated to science 
fiction, explaining that “sometimes to get a clearer sense of reality, you 
have to take some time to dream.”67 One of the featured stories depicted 
a world saturated with the choices, choices stripped of politics: the work 
of rating and polling becomes a ceaseless, inane rhythm of life in a world 
entirely governed by A/B testing.68 “Which word feels sadder: lonely or 
lonesome?” What about a local bike-lane ordinance, mustard offerings in 
fast-food restaurants, or the ideal temperature for hot chocolate? These 
many little choices become the surest justification for the world around 
us: because every single thing is the product of an instant poll, an on-
line petition, a Twitter brainstorm, a Reddit upvote, it must surely have 
democratic legitimacy. At the same time, the labor of such “choice” pro-
duces a Borgesian virtuality. In the story, the full-time chooser spends 
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all their day voting, with never a moment to glance at the world unmedi-
ated. This corruption of liberal choice extends to the domain of facts: “65 
percent of the public wants the government to do something about the 
Great Midwestern Drought, though 68 percent of the public also believe 
the drought is a hoax.” How can the subject forge alternative forms of 
living or cultivate one’s own meaning and place in the world, when we 
are kept so busy with all this technology and when the work of optimiz-
ing ourselves takes up so many of our days?

The Body at Stake

The many little choices of the data-driven society do not mesh well with 
any clean separation of power and resistance, structure and agency. The 
portraits of its human subjects are no longer filled with the prisoner in 
the cell, the proletariat at the factory lines, the diligent fellow burning 
the midnight oil with a Protestant ethic. We find instead the knowledge 
worker, coping with irregular, project-based conditions of employment, 
coping with the new labors necessary to retain the kind of marketability 
that counts in the new economy.69 Alongside them is the concerned citi-
zen, devouring (or devoured by) the inexhaustible stream of leaks and 
revelations, paralyzed by paranoia—a paralysis that sucks up so much 
time, so much emotion, to maintain. The critical object of politics here 
is not knowledge, fantasized as a relatively immaterial problem of edu-
cated minds, indefinite archives, and near-instant transmission. Rather, 
it is the panoply of fabrications, the mundane everyday heuristics that 
cobble together a sense of a coherent society, manageable limits of the 
knowable, and workable divisions between humans and machines. What 
must I know about myself, and render legible to others, to remain eli-
gible as a worker, a dating prospect, an ordinary individual? How must 
I figure out ways to ignore, skim, defer, pretend, assume, and believe in 
response to all the knowing that is expected of me?

Lone wolves, quantified selves: these are bodies that speak, bodies 
that are made to speak as a function of power. Amid the rhetoric of cy-
borgs and smart machines, virtual reality and simulations, the human 
body and human experience remain the contested terrain for questions 
of power and politics. The body has been called the “first instrument”: 
human sensibility, despite all its modification through technology, re-
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mains the always-already layer of mediation, one which technology 
surpasses but cannot leave behind.70 This is not to posit some essential 
and universal sensibility untouchable by social or technological forces 
but the exact opposite; it is precisely because we cannot get away from 
our bodies that technology feverishly intrudes on it. Theories of non-
conscious cognition and the bypassing of the human sensorium have 
their pulse exactly on this effort to construct a new communicative cir-
cuit for truth production, one that hopes to optimize the traffic between 
body and machine (and thus to the cloud, the institution, the database, 
the document). We continue to dream of bodies that might be read like 
open books.

But who, or what, is taking on this task of rendering bodies into words, 
numbers, and data? So much of this story has been not only about tech-
nology but also about everything about technology that goes beyond the 
machine, the code, and the interface. Datafication produces no dimen-
sion of epistemic purity from which depoliticized facts may be imported 
to clear up the messiness of the social and the political. From the justifi-
cations for preemptive arrests of terror suspects to the pursuit of new se-
crets for optimizing individuals’ productivity (by themselves and by their 
employers), the very invocation of data entails a human–nonhuman net-
work of actualized practices, aspirational horizons, posthuman rhetoric, 
and particular ways of talking and thinking about bodies and knowledge. 
In short, data-driven objectivity describes not merely a set of techno-
logical functions but also an institution. Not an institution in the sense 
of a centralized and intentional actor that might wage war on human 
freedoms. There is no human subject who stands apart to wage this war, 
and neither is there any truly autonomous machine on the other side of 
the trenches. Rather, datafication as an institution points to the emerg-
ing norms and rules by which the calculation and circulation of datafied 
bodies are brokered. As technologies of datafication aspire to a new nor-
mal, they are positioned to disrupt not only the commercial structures 
of communication but also the phenomenological default of how we use 
our bodies and how we experience them. Self-surveillance represents a 
particularly mundane and forgettable level at which datafication infil-
trates the conditions of human experience, allowing new forms of exter-
nal manipulation by humans and nonhumans alike. It has to do, as we 
said at the very start, with the molding of desire itself as a social structure.
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Conclusion

What Counts?

[T]here are certain tasks which computers ought not be 
made to do, independent of whether computers can be made 
to do them.
—Joseph Weizenbaum, Computer Power and Human Reason

What counts as knowledge in a data-driven society?1 What should 
count as legitimate ways of converting bodies into facts? The pursuit of 
machinic objectivity calls on human subjects to know more than they 
reasonably can and, in their failure to keep up, defer to new institutional 
arrangements of recessive and opaque technologies. The posthuman 
fantasies of data-sense increasingly normalize an interminable labor of 
datafying the self, through which my sovereignty over the truth of who 
I am is externalized onto smart machines and corporations. The ques-
tion is made more difficult by the undeniable benefits of technologies 
of datafication. Big data certainly boasts impressive predictive power, at 
least under the right conditions. Smart machines offer an alien sensibil-
ity, one that is able to produce the kind of knowledge the human senses 
are not equipped for. But can technological reason provide normative 
guidance on how we should engage (and disengage) with it?

The trouble is that, even as big data aspires to the epistemic purity of 
machinic objectivity, bodies constantly exceed data. The fabrications of 
datafication provide not irrefutable certainty but a new collection of me-
diated, deferred, imagined, assumed ways of feeling like we know, like 
we are in control, like we can do something about the way of the world. 
Forms of uncertainty—as striated horizons of recessivity, as subjunc-
tive conditions, as interpassive beliefs—hold together the “better knowl-
edge” of the data-driven society, even as bodies continue to exceed and 
confound datafication.
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The trouble is not that datafication is imperfect but that it opens up 
a gap between the futuristic promise of better knowledge and the social 
practice of fabrication. Glossed as temporary flaws en route to a fully up-
graded state (that never quite arrives), these gaps cover for the selective, 
asymmetric, and obscure ways in which new standards of truth produc-
tion affect different kinds of bodies. Sex, friendship, and happiness are 
datafied not in terms of what is most meaningful but what aspects of it 
can be rationalized at the lowest cost—and, increasingly, recombined and 
sold on for maximum profit. More broadly, the very turn to technology in 
the first place as a mode of organization, as a teleological harbinger of ob-
jective truth, is a collective decision—however gradual and inadvertent—
about what knowledge looks and sounds like in this society and what 
kinds of testimonies and experiences will be left to unofficial channels. 
The fantasies of the indefinite archive, of predictive control, of optimized 
humans, of the body as a computer all point to the emergence of the data-
driven society’s own generational set of systemic biases.

Default

Both state and self-surveillance exhibit a language of the “new normal” 
in which electronic dragnet surveillance, preemptively fabricated arrests, 
and smart machine–enabled data-sense are presented as a historical 
inevitability. To ask what ought to count as knowledge, is, in large part, 
to ask what it means for big data and smart machines to become our 
default and what it means to turn to technology as a default response to 
social problems.

In the shift from the Quantified Self (QS) to the Quantified Us, or 
counterterrorism’s pressure to predict by every available evidence (how-
ever circumspect), there emerges an unnerving norm that your truth 
must look and sound like data to be sayable and admissible. As the pro-
cess of knowing oneself and making oneself known to others becomes 
automated and environmental, technologies of datafication act less as 
discrete tools and more as “paternalistic” organizers of human emotion 
and cognition.2

The political and moral stakes are most explicitly perceivable in the 
intersection of data and race, where technological solutions inherit a far 
longer tradition of asymmetric treatment. Efforts to resolve those histor-
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ical biases—by mapping cases of police violence on African Americans, 
for example—run into the problem where alternative ways of truthtell-
ing, embedded in local communities and personal experiences, are often 
more difficult to capture and represent. Thus, the standard response to 
the objections of marginalized populations: “We don’t have the data. We 
don’t know if what you’re telling us is true.”3 The road to empowerment 
narrows into a set of technical requirements, reflecting broader differ-
ences in what kinds of databases are funded and which are not, what 
kinds of populations are heavily datafied and in what ways. In any case, 
becoming legible to databases does not guarantee fair and equal treat-
ment. Facial recognition systems have been much criticized for their 
tendency to perform best with white faces and misrecognize colored 
ones. But is equality here achieved by “improving” the algorithm to bet-
ter see black faces? Or, given the accumulated historical weight of racial 
biases, would it be fairer to delegitimize the use of such technologies 
for policing and carceral purposes?4 For certain kinds of bodies, data-
fication might seem an empowering choice, a sovereign and individual 
decision to walk boldly towards the posthuman future. For others, to 
appear correctly in databases can be the unhappy obligation on which 
their lives depend.

The data-driven society thus retraces the steps taken by state admin-
istrations of high modernity, where cartography and other techniques 
sought to chart all of society, all of nature, in terms of state interests.5 In 
seeking to comprehend populations and forests as resources for govern-
ment, modern states produced a vast amount of unprecedented knowl-
edge. Yet this also required a “narrowing of vision”; what the state sees is 
what the state may control, and thus, the citizen is required to become 
readable in a uniform and homogenous way.6 Then as in now, progress 
is the hallowed name by which alternative ways of knowing are cleared 
away in favor of the chosen metric.7

To default, then, is also to narrow, to cut away other possibilities. The 
word has a curious mix of etymological roots. The vulgar Latin de + 
fallere and its Old French adaptations dance around concepts of fault, 
failure, lack, and even certain kinds of offenses that relate to a failure to 
take action—some of which survive in the modern use of “to default” to 
mean negligence of financial and legal obligations. At first glance, the 
defaults of technology involve a mundane and depoliticized sort of judg-
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ment; for instance, what should a piece of software present as an auto-
matic, recommended option? What should appear first in a drop-down 
menu? Yet here, too, is a vestige of older meanings; a default entails an 
inability to think of alternatives, a narrowing of possibilities, and a situ-
ation wrought not out of explicit choice but of inertia and inaction.

Militating against such nuances is the myth of technological progress 
as a universalizing and unifying trajectory. The technological default is 
supposed to take humanity into its most optimal future, innovating and 
upgrading in a grand journey of civilizational improvement—as long as 
society accepts a way of seeing in which everything exists as a resource 
for extraction, calculation, and instrumentalization. Heidegger taught 
us long ago that the essence of technology is a way of knowing, a way 
of ordering the world. And “where this ordering holds sway, it drives 
out every other possibility of revealing.”8 The default to technology as 
a universal solution, one which engineers civilization progress (and is 
itself perfected through this irresistible trajectory), forms the groundless 
ground of the data-driven society.

A telling moment for this default can be found in a slightly earlier 
period of computational optimism. A decade before Wired editors 
Gary Wolf and Kevin Kelly founded QS, another network entrepreneur 
closely affiliated with the magazine, Nicholas Negroponte, proposed 
One Laptop Per Child (OLPC): a dream of bringing personal computing 
and the internet to the entire globe in the form of supercheap laptops. 
Latent in OLPC’s lofty rhetoric was a magical short-circuit between the 
means and the ends. Give laptops to every child, it promised, and you 
will transform the world for the better. Asked how exactly the laptops 
were going to make a difference, Negroponte replied: nobody asked if it 
is really a good idea to provide everyone with electricity—the same goes 
for laptops.9 We might well replace “laptops” with “data” or “artificial in-
telligence” to locate the generational reprisal of this groundless ground. 
Neither the NSA nor the Quantified Self has been quite so bullish. But 
the idea that big data and smart machines are “coming,” and that society 
must make the best of it, forms the wider backdrop for discourses of 
data-sense and the new normal.

If the earlier enthusiasm around new media and personal comput-
ing coalesced around this trope of the computer as a universal good, 
the data-driven society enacts a similar mythologization of correla-
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tion. As society grows used to operationalizing correlations without 
ever discovering a coherent theory or causal relationship, the discovery 
of correlation, any correlation, starts to pass as the discovery of valid 
knowledge. Frank Pasquale has suggested that correlations discovered in 
databases should not immediately circulate as information but instead 
pass through a human audit that establishes external standards for what 
counts as a legitimate and meaningful kind of correlation.10 As we have 
seen, the data market expands by taking every technique of datafica-
tion and asking, “Could we scale this up? Could we use this everywhere 
else?” Technology start-ups constantly define themselves in these terms: 
a TikTok for the elderly, an Uber for bikes, a Fitbit for your brain. After 
all, it is precisely this frictionless and cross-contextual control creep that 
allows datafication to extend capitalism’s search for surplus value. For 
all the moral and philosophical reflection that accompanies new tech-
nologies, their fate tends to be decided primarily by two thresholds: Is 
it technologically possible? And will it turn a profit?11 Yet this model of 
omnivorous technologies yields precisely the epistemological tyranny 
that privileges whatever looks and sounds like data over everything that 
does not.

Such defaults of thinking and feeling about technology amount to 
what I described as a general “image” of technoscience, a broad and 
malleable faith that technology will come good. Laptops will lead to a 
better world somehow, even if the details are all so complicated. And 
thanks to the gestures of deferral built into these justifications—just wait 
for the next version, the next project, the next invention—it is a flexible 
kind of faith that survives the unfulfilled promises that pile ever higher 
by the day. The default to technology thus engages in its own form of fu-
tures trading, a constant trade of “promises as currency”12 that siphons 
public faith from one imperfect vision to another. Even as we constantly 
debate whether all we have done in the name of progress was worth it, 
it is precisely this incompleteness of the project that invites us to keep 
dreaming.13

This is not to say that tech optimists believe the consequences of 
technological infrastructures to be perfectly uniform and predictable. 
What carries the day is the general belief that even if technology is not 
always for the best, this optimism must be true enough that we might not 
inquire further. Sheila Jasanoff has argued that we continue to mystify 
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technology through ideas such as technological determinism and unin-
tended consequences, depicting it as a force that is fundamentally just 
as unimaginable as it is inevitable—and therefore beyond the reach of 
ethical thought.14 We might recall the refrain of the QS community: its 
founders do not say that “we chose to pursue this technology on behalf 
of everybody.” Once unlocked at a technical level, the smart machines 
are depicted as already on their way, the only choice being whether to 
ride the waves or flee from them. In this kind of thinking, emergent 
implications, such as the co-option of fitness tracking by insurance com-
panies, are regrettable accidents that could not have been predicted and 
therefore cannot be anyone’s specific responsibility. Even as technolo-
gies of datafication are sold as remarkable machines of prediction and 
control, any responsibility for the consequences of these technologies is 
excused and passed off into the caprice of historical chance.

Technology thus constitutes not just a set of machines and func-
tions, or a set of instrumental attitudes, but—recalling Weber—a moral 
cage. Concepts of efficiency and optimization, progress, and innova-
tion comprise a style of reasoning that consistently protects technol-
ogy from judgment by external standards. Technology is asked only to 
continue to instrumentalize the world, to help us to do anything and 
everything faster, cheaper, and at larger scales. Genuine moral reflection 
gets squeezed out: the values that produced modern technology in the 
first place are not going to betray it in a debate about how we should live. 
Yet the cage itself remains imperfect. Since the earliest days of comput-
ing technologies, the specter of the Manhattan Project has loomed large 
over every discussion of technological morality. The atomic bomb is a 
technology which can be used, but ought not to be; standing—perhaps 
temporarily—as a deterrent to the narrative of ineluctable progress, it 
has compelled the question of whether technological change is inevi-
table and whether it is a good in and of itself.15

To problematize the default of technology, then, is to repeat the coun-
sel of Joseph Weizenbaum: not everything that can be done with technol-
ogy ought to be done. This correction is especially necessary in light of 
the many ways in which technology is justified through future promises. 
As human subjects, who will always find themselves in the incomplete-
ness of the present, we need better ways to account for the actualized 
distribution of those benefits and harms.16 If datafication empowers 
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individuals with better knowledge, does it also empower institutions? 
Employers? Authoritarian governments? Is it not possible that some 
technologies must be rejected or constrained despite their many benefits?

Critique

The enduring image of technology as a universal and progressive force 
proves deeply restrictive for our efforts to engage in meaningful critique. 
In repeated honeymoons with the fantasy of machinic objectivity, soci-
ety pays up front for the brilliance of unfulfilled dreams with the “side 
effects” of present interventions. Importantly, the position of the criti-
cal subject itself is shaken by what we have said about the actionability 
of knowledge, the bypassing of human cognition, and the systematic 
dependency on uncertainties and simulations. For a long time, the look 
and feel of critique has involved a “hermeneutics of suspicion”:17 it 
begins with a leak, an exposé, a revelation that ironically resembles the 
pseudo-journalistic bait in the attention-driven digital economy: “you’ll 
never believe what your smartphone does behind your back!” The new 
information is meant to equip the subject with a fresh awareness of the 
political struggle that already defines their social existence and thereby 
empowers them to take action. This model of critique is itself grounded 
in the mythical figure of the good liberal subject, the agent who retains 
some ability to engage in purposeful and individual resistance against 
structures of control.

Yet it is exactly this figure that is being disrupted and bypassed by 
technologies of datafication. Data-driven knowledge is sold as a slick 
and smooth “insight,” murky and opaque to human cognition. At the 
same time, its enormous scope and complexity require an ever-growing 
panoply of mediations to allow human subjects to cope. (Historically, of 
course, we may trace this double-play of concealment back to computers 
as a whole.18) The space of moral response—of hesitant explorations, of 
little transgressions, of waiting and reflecting, of cobbling together a dif-
ferent order of things—is optimized away in favor of ever more efficient 
calculation. As Wendy Chun said, we are kept busy updating to stay the 
same.19 The mantra of big data is that all we need is a correlation that 
can be manipulated, not causality or theory. The corollary is that we, the 
human subjects, are told that we do not need to know why; we need only 
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implement the recommendations of the algorithm, and we will be bet-
ter off—even if no wiser. We will be fitter, happier, and more productive 
without necessarily understanding what it means to seek those things or 
to define and aspire to them in the particular way that we do.

These dilemmas call into question the status of knowledge itself as 
an unquestioned good. Technologies of datafication expand under the 
banner of better knowledge. In the process, they introduce new forms 
of speculative and deferred truth production, externalizing the truth of 
the body, the choices we make, and the freedoms we enjoy out toward a 
distributed network of machines and corporations, databases and state 
institutions. The corollary is that “better knowledge” is not necessarily 
better for the human subjects involved and that forms of invisibility, 
disengagement, and underdetermination need to be defended through 
more robust moral and political scaffolding.

The dangers of data-driven knowledge are widely recognized. Con-
strued in terms of issues such as data privacy, corporate responsibility, 
and transparent governance, mechanisms of datafication have increas-
ingly prompted major regulatory initiatives. Yet this form of problem-
solving itself often relies on a liberal grounding, one that seeks to restore 
and protect the sovereignty of the informed subject. In this picture, 
knowledge about individuals is treated as possessions to be protected: 
one must own one’s data or, at least, provide informed consent to its 
usage. Transparency and public education initiatives enjoin individuals 
to ingest more and more knowledge to properly exercise their choice 
over the conditions of their datafication. Meanwhile, the good liberal 
subject—who “knows” for themselves—is consistently undermined 
by the privileging of machinic sensibility, of indefinite archives, and of 
predictive control. Efforts to prop up this model by adding more lay-
ers of technological and regulatory support is helpful in the short term 
but risks a certain neoliberal divestment. The work of knowing is in-
creasingly laid on the shoulders of overloaded individuals, even as the 
structural conditions of new technologies withdraw their support for a 
traditional kind of informed public.

In this light, we might ask:What if “better knowledge” should not be 
the primary goal of our information technologies? This is certainly not 
to ask for the reign of ignorance and secrecy or some atavistic disavowal 
of the Enlightenment. Rather, the point is to recognize the consequences 

Hong_3p.indd   188 5/15/20   2:25 PM



Conclusion  |  189

of fetishizing knowledge as a social good. Recalling the value of nonac-
knowledgment, the dangers of transparency, the dilemma of “bypassing” 
human sensibility, we might ask: When should we resist the temptation 
to datafy and predict, to produce knowledge out of human bodies and 
lives? How can we temper the commercially attractive pursuit of datafi-
cation to allow more clear-eyed acceptance that much of what we know 
remains uncertain? The ambitions of datafication demand the most 
stringent standards for what counts as knowledge and how we should 
use imperfect data. The many injustices and asymmetries of datafication 
arise not because we do not yet have all the information but because we 
have too much information that we utilize in indisciplined and inap-
propriate ways.

None of this is to sound the death knell for liberal values, for the 
public use of reason, and for individual freedoms. Although mediated 
and partial, the degrees of choice liberal democracies have enabled over 
one’s political leaders, one’s religion, and one’s way of life are precious 
rights that are under renewed threat. These values need help, not cyni-
cism. What should concern us is the uses to which technologies of data-
fication are being put, driven by the interests of the data market, the 
political exigencies of the war on terror, the misguided idealization of 
machinic objectivity. Too often, data-driven surveillance is being used 
not to empower us for the choices that matter but to occupy us with 
what does not: the ballooning of speculative factmaking, which muddies 
the waters of public knowledge and debate, and the many little choices, 
the many exposes and scandals, that the fetishisation of transparency 
and optimization would have us spend our every waking hour on. As the 
way we know and the way we put that knowledge into action is increas-
ingly externalized, what is required are new ideals of representation and 
visibility—ones that protect some degree of sovereignty over the truth 
of who I am, what kind of life I shall lead, and how those choices will be 
made to count against the datafied judgments of society and the state.

What does meaningful critique look like under such conditions? The 
search for an effective and systematic moral criticism of technology is 
underway across several different scholarly traditions. Yet the question 
remains as to how to deal with the changes in epistemic thresholds and 
the erosion of the integrity of the liberal subject. For instance, a great 
deal of moral philosophy vis-à-vis new technologies builds on utilitarian 
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foundations and attempts to sort out the moral status of technological 
objects and of technologically affected persons. Is an augmented human 
deserving of higher moral status than humans? Who, or what, is respon-
sible when a (quasi-)autonomous technological object such as a self-
driving vehicle kills a human being? How might such responsibilities be 
allocated across human, nonhuman, and quasi-human entities? From 
bioethics to machine ethics, such analyses are focused on areas where 
ostensibly traditional definitions of human rights and responsibilities 
are being disrupted.20

In other words, we again find a certain liberal conception of an au-
tonomous human subject as the presumed norm, enjoying full privileges 
conferred in the name of human rights or ethical behavior, an “indi-
vidualist ontology.”21 It is against this figure that the rights of robots, 
posthumans, and brains in a vat may be calculated and distributed. In 
a way, the very fact that such inquiries must now focus on “intelligent” 
machines or augmented humans speaks to the ongoing breakdown of 
the boundary between humans and things and the erosion of a singular 
standard for what qualifies as a “legitimate moral agent.”22 Individualist 
ontology seeks to repair, or at least adapt, the Kantian imperative: treat 
people as ends in themselves, while that which we treat as means, we call 
things.23 The separation of people and things, and the effort to preserve 
this separation by carving out many hybrid subcategories of thinglike 
people and peoplelike things, permits a relational model in which hu-
mans (or, rather, whatever qualifies fully or partly as “humans”) may be 
served by things through the instrumentalizing power of technology. 
When technological objects start to achieve greater autonomy (in mul-
tiple ways) and serve priorities and ends not so tightly tethered to the 
user at hand, this moral separation of means and ends runs into trouble.

In such a schema, the relative positions of these ethical agents are 
used to calculate the distribution of harm. Harm itself is most conve-
niently conceptualized as a discrete and actualized sort of injury—and 
less conveniently as forms of potential, atmospheric, shared, structural 
violence. This book has shown how American juridico-legal systems try 
to cope with the idea of electronic state surveillance: Could you, the 
ostensible victims, please prove that you have been subject to individual-
ized and particularized harm? Such harms are, in turn, counted through 
the apparatus of risk, which codifies the distribution of damages across 
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ethical agents in calculative terms. Yet how amenable to such codifi-
cation are situations such as the automation of self-knowledge or the 
environmental extraction of personal information by states and corpo-
rations? It is increasingly questionable as to how well such moral codes 
can handle uncertainty, including the kinds posed by the complexity of 
new technological systems.24 To be sure, newer models for risk calcula-
tion such as the precautionary principle (arguably dominant since the 
later twentieth century) have sought to become more flexible, building 
in various buffers for uncertainties and irrationalities.25 But such sys-
tems are fundamentally based on the reduction of human subjects’ felt 
uncertainties into probabilistic values. Sven Hansson calls it the tuxedo 
fallacy: although oftentimes we tread in jungles, full of unknown and in-
calculable dangers, we dress for the casino, that comfortingly closed sys-
tem of known variables.26 This strategy of formalizing the consequences 
of technology into calculable risk factors, and deriving a probabilistic 
schema for optimal outcomes, provides a highly specialized instrument 
with its own assumed grounding.27 What kind of judgment, consensus, 
and principle underwrites such moral codes in a society where human 
decisions are increasingly shaped a priori through machinic ones? What 
kind of imagined default for a good society is at work when we tie ethics 
to the mathematical problem of minimizing risks and harms?

Of course, in the ebb and flow of the everyday, the little decisions, 
compromises, nudges, we have always relied on a host of non-calculative 
compasses. Shannon Vallor has proposed that we return to the vener-
able tradition of virtue ethics, delving into Aristotelian, Confucian, and 
Buddhist traditions to navigate the latest technological dilemmas.28 The 
crucial point here is that virtues transpose the center of ethics from the 
process of decision to the human subject. It does not and cannot pre-
scribe any consistent formula on how to arbitrate any situation; instead, 
it calls for the kinds of virtuous subjects who may be trusted to make 
particular and even exceptional judgments. This is not a failure of virtue 
ethics; rather, it reminds us that there is no “single best way to live” in the 
data-driven society and that knowledge, choice, and responsibility are 
not things that belong discretely to a rule or an individual. If there is no 
optimal point toward which ethics can strive, then surely our algorithms 
cannot capture the world in any such singular way, either. These explora-
tions emphasize the need for moral standards that are external and inde-
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pendent, that is, ways of discerning and deciding that speak a different 
language to that of technological rationality. By systematically refusing 
the idea that moral decisions can be codified and depersonalized, virtue 
ethics seeks to escape the moral cage of technological thinking.

Another direction for disrupting the cage would involve diversify-
ing the data itself, loosening the hold of quantitative and correlational 
tendencies on processes of factmaking. Nora Bateson has pushed for the 
development of “warm data”: contextually and relationally rich forms of 
information that might be more accommodating of human contradic-
tions and inconsistencies.29 It would be a kind of data less amenable to 
computational logic than the “cooler” sort but render our knowledge of 
complex systems (including humans) more adequately. But such data is 
by definition less legible, calculable, manipulable, and profitable in the 
eyes of digital technological systems that are founded on the reduction 
of such warmth to begin with. Can warm data retain its relevance when 
push comes to shove to predict, to optimize, to decide? How can knowl-
edge that is not easily datafied—the affects, the interrelations, the lived 
experiences, the tacit knowledge, and so forth—hold its own in a world 
where we learn knowledge is what looks and feels like (cooler) data?

Attempts to enforce such external moral standards must account for 
the ways in which technologies of datafication have transformed the 
would-be moral subject. The focus on virtues returns us once again to 
the chimerical figure of the subject. In place of precise rules and algo-
rithms that anyone might employ to reach the right decision, the virtuous 
human individual must carry the burden of knowing how to act. Vallor 
describes virtues like “prudential judgment” and “appropriate extension 
of moral concern” for a data-driven society.30 But these are long-standing 
values that we have not exactly forgotten. The crucial question is how new 
technologies prefigure human experience and human judgment such that 
we end up straying from those virtues. As Latour said, we should not be 
asking what it is about drivers that make them speed in school zones but 
how solutions such as speed bumps inculcate a (partly, at least) noncon-
scious disposition toward responsible driving.31 How might we conduct 
critique, and build a way of thinking morally about technology, in a way 
that does not fall back on the assumed figure of the liberal subject, of 
individual choice as the atomic unit of ethical behavior, of “knowledge” 
as a linear accumulation of information that enables better such choices?
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Politics

One answer is that critique must deliberately disrespect the rationality 
of technology. Data-driven truth production invariably steers us toward 
a greater dependency on smart machines and data-driven reasoning 
to establish our picture of the world. The moral cage of technological 
rationality hinders every effort to think of technology as more than its 
functions, and to hold them to account by terms other than its own. 
Although guns may not quite kill people without people behind them to 
pull the trigger, it becomes morally necessary to act on that technology 
to address the social problem—without leaving it up to some mythico-
capitalistic faith in the fairness of the market. The question is what kind 
of broader political and moral debates are being excised when we end 
up talking in terms of efficiency, of optimization, of using data to ascend 
the pyramid of knowledge.

This “disrespect” means stepping beyond the role of pointing out 
technology’s present abuses and flaws. To return to an earlier example, 
insisting that facial recognition algorithms improve their capture of 
black faces renders society further dependent on those algorithms.32 
Data will always travel across contexts, and it will always beget condi-
tions of use that hybridize with all the existing flaws and biases of our 
society. Technology is not reducible to simply means or ends, for it pro-
duces its own unexpected ends precisely by being the means of things.33 
It cannot be an issue of how to design guns such that they will only 
shoot bad people. The question lies outside technology: What kind of 
society do we build and export and leave behind such that it furnishes a 
discursive, economic, and material context for this or that use of guns?

In other words, we must ask political questions of technology—even 
as technology often fiercely claims itself to be apolitical. The assertion 
remains just as obvious, and just as necessary, as when Langdon Win-
ner posed it in 1980: “there is no idea more provocative than the notion 
that technical things have political qualities.”34 As we have mentioned, 
a crucial aspect of the fantasy of epistemic purity is the desire that we 
can change the world without engaging with the swamp of politics: that 
by extracting new and wondrous kinds of raw data and processing them 
through groundbreaking new mechanical systems, we might simply erase 
a formerly intractable social problem from existence. Silicon Valley, the 
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American comedy show dedicated to this enduring stereotype of the te-
chie, is full of endearingly tunnel-visioned geeks too nerdy for politics or 
ideology. At the same time, there is an earnest belief that the work they do 
will create a better society . . . but is that, in fact, not the goal of politics?

The physical environment of Silicon Valley itself is a kind of silo: it is a 
place populated by overdesigned mega-campuses and scooter-riding cod-
ers, suburban homes overtaken by open circuit boards and unwashed geek 
geniuses. They are seemingly entirely insulated from the rest of the world 
and its messy problems by a layer of venture capitalist funding. But this 
is not quite where technology is born; every invention, every device has a 
far more global footprint that this depoliticized imagination leaves invis-
ible. In 2009, Sun Danyong killed himself at a Foxconn factory, one of the 
key Chinese sites for the production of Apple iPhones. The next year, at 
least eighteen more would do the same. For a time, the suicides brought 
global attention to the direct relationship between the latest technologi-
cal marvel for the developed world and the problems of global economic 
exploitation. It was one of many reminders that technology is no separate 
industry or culture but a certain way of knowing and doing that is woven 
into everything else. Yet the fiction persists that these are mere episodes 
of abuse, side effects that are somehow secondary to the core effects of 
technology. Over time, the world would largely forget Sun Danyong and 
the blood on the phones. The suicides would continue.

This illusory separation is well served by the aesthetics of big data 
and smart machines, which consistently fantasize about the demateri-
alization of technologies. During the mid-2010s, the catchphrase “data 
is the new oil” gained traction. Data was described as the next fron-
tier of surplus value, something to be discovered, claimed, extracted, 
and monetized. But what is more revealing is the aspects of data—and 
oil—that are left out of this telling. Data may be the new oil, but the 
messy and toxic conditions of its extraction and processing are elided 
in the ethereal tropes of the cloud.35 Everything is there at your finger-
tips; the storage is infinite; the delivery, instant. State surveillance drag-
nets do not flout their presence but recede from human experience at 
every opportunity, even sinking into tapped undersea fiberoptic cables 
at the bottom of the Atlantic Ocean. Self-surveillance tools dream of 
“frictionless” monitoring, where user discomfort of (and resistance to) 
new products is minimized as the machines blend into the background 
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of everyday life.36 Such designs extend the fantasies of older generations 
of media. Electric communications media of the nineteenth century 
too had promised to eliminate time and space—a fantasy that served 
a highly politicized imagination of a homogenized and instant world 
in which difference is mere exotic distraction and convenience is our 
eternal reward.37 In the data-driven society, the depoliticization of tech-
nology combines recycled ambitions of a brilliant future with a certain 
political and social conservatism: everything can and should stay the 
same, just faster, cheaper, and easier.38 No surprises, only upgrades.

Not for Us

Specifically, the advent of big data and smart machines brings to the 
forefront the sheer alienness of technological rationality. In learning to 
experience one’s own eating, running, and sleeping in relation to the 
quantified reports and recommendations of tracking devices or in adapt-
ing one’s behavior to stay clear of the predictive algorithms that might 
flag us for preemptive arrest, the human subject encounters data-driven 
knowledge as a foreign and autonomous mechanism that increasingly 
compels adaptive acquiescence. People are not asked to become more 
like machines; the machines and the knowledge they produce are too 
complex, too different, for that. Instead, we are asked to cooperate with 
the work of the machines that we do not understand, rearranging the way 
we think and the way we make decisions to become more legible to the 
epistemic priorities of smart machines. In short, any moral and political 
scrutiny of datafication must begin from the point that these machines 
and the “better knowledge” they produce are, increasingly, not for us.

To say technologies of datafication are not for us is to say that soci-
ety is increasingly reorganized in terms of those technological priori-
ties. Consider, for instance, the value of privacy. It is declared dead and 
buried every other week in the data-driven society and yet remains a 
dominant frame for assessing those technological changes. It is well 
understood that the rationality of big data is inherently biased against 
any traditional provision of an individualistic, “my house is my castle” 
form of privacy. From the injunction to share on social media platforms 
to loyalty card programs at the local supermarket, datafication oper-
ates according to its own (often commercial) priorities for maximiz-
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ing returns from human subjects—whether by selling users’ data on to 
third-party clients or leveraging it to optimize their business operations. 
Asking governments and corporations to voluntarily respect individu-
als’ privacy is effectively demanding that technology sabotage its own 
efficiency. We must begin from the recognition that the default of data-
fication is to eliminate privacy wherever it goes, indifferent to any liberal 
humanistic concerns. In everyday parlance, the user is someone to be 
served and serviced, someone who actively makes use of technologies. 
In terms of technological priorities and rationalities, the user is someone 
“about whom information is recorded and processed,” someone who can 
be mined and processed for profit.39

Overtaken by such technological priorities, privacy becomes less a 
question of “Who knows what I did last night?” and more a graduated 
yardstick for the degrees of recessivity, degrees of distance, between 
human subjects and the technologies that surround them. (This is, of 
course, less a historical erosion of individual privacy than a growing 
realization that modern privacy has always been a porous, flexible, and 
publicly contested value.40) In other words, to talk privacy in the data-
driven society is to not demand a hermetic seal between private and 
public but to demand more humanly meaningful control over the ways 
in which bodies are datafied and manipulated at a distance. If we are 
constantly categorized, predicted, judged, and condemned beyond the 
horizons of our experience, then “privacy” might now involve mitigating 
the recessivity of data-driven knowledge. What is at stake is not (only) 
the right to be let alone but our ability to understand, navigate, and per-
haps even affect, the ways in which we are seen and judged and mea-
sured. In an oft-told story, Samuel Warren and Louis Brandeis are said 
to have concocted the traditional concept of privacy in response to a 
paparazzi intrusion of a high-society wedding. The sentiment was clear: 
this unregulated leakage of the formerly private could not be tolerated. 
Today, it is no longer a question of stopping the leaks but of what kind of 
control, and freedom, can be secured within the necessity of circulation.

On the other side of the computer screen, what machines do beyond 
our supervision and our understanding must also be assessed vis-à-vis 
the alienness of technological rationality. Automation is advertised as 
an instrument of convenience and efficiency—a classic bedtime story in 
which social relations remain identical even as they become faster, eas-
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ier, and cleaner. Rather, it should be understood as an exercise of politi-
cal redistribution: a shift in which the inscription, circulation, and even 
interpretation of information are increasingly designed not for human 
users but for smart machines. If the original uncanny valley was coined 
in the 1970s to describe machines’ attempt and subsequent failure to 
align themselves to human sensibilities, smart machines communicate 
their “not-for-us”-ness in their everyday uncanniness: the automatic 
door that refuses to open, the fingerprint recognition system that takes 
a dozen tries, or, as one media theorist’s young daughter complained, the 
“magic potty” that creeps out young children with its ill-timed flushes:41

So many ordinary objects and experiences have become technologised—
made dependent on computers, sensors, and other apparatuses meant to 
improve them—that they have also ceased to work in their usual manner. 
It’s common to think of such defects as matters of bad design. That’s true, 
in part. But technology is also more precarious than it once was. Un-
stable, and unpredictable. At least from the perspective of human users. 
From the vantage point of technology, if it can be said to have a vantage 
point, it’s evolving separately from human use.

We might also say that it is us humans who grow more uncanny by the 
day, contorting our behavior to align ourselves, however awkwardly, 
with the machines that will go of their own accord. To develop data-
sense is to learn to flash a trained smile at the phone to unlock it in the 
middle of a heated argument, to look just right for the facial recogni-
tion system one’s employers have hired to make sure everybody smiles 
the right way for the customers,42 to sit just so for the whims of the 
magic potty. As the Quantified Self becomes the Quantified Us and as 
electronic surveillance systems seek an ever-wider range of preemptive 
indicators for crime, we must expect to confront new ways in which 
people are asked to see like machines and to become visible to machines. 
This becomes the daily task whenever we seek to produce truth about 
ourselves, truths that matter—for getting jobs, for navigating racial bias, 
for learning to use new technologies, for political representation, and for 
staying on the right side of the ever-growing databases and algorithms 
that mark bodies out for special treatment, police attention, social era-
sure, death, and violence.
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The cruel joke is that as this “alien” technological rationality grows 
indifferent to human meaning, what was supposed to be the primary 
purpose of data-driven knowledge—to enable and justify wiser action—
begins to corrode. In a world where so much of what we call knowledge 
is unreadable for human subjects, data provides not so much a full un-
derstanding that is a basis of considered opinion but a scattershot array 
of instructions, orders, insights, and predictions. Something similar had 
happened in the mid-nineteenth century, when an earlier generation 
of statistical knowledge production began to proliferate. As Ian Hack-
ing recounts, the rapid adaptation of statistics and probability to social 
problems provoked a popular backlash: all these numbers are well and 
good, and they certainly give institutions and governments a guide for 
action, but what am I to do?43 If this is the normal distribution of mor-
tality, if this is the demographically specific probability of disease—well, 
what am I, the individual, meant to decide and do about my still un-
knowable fate? Similarly, data’s promise of better knowledge aspires to 
a kind of truth that communicates better with nonconscious tenden-
cies of the human psyche than to its conscious subjects, better with pat-
terns, correlations, and predictions than moral exigency or irregular and 
nonpatterned activity, better with tech-literate lives already organized 
around certain ideal images of the flexible self-optimizing laborer than 
the many other kinds of living that still define the human.

In optimists’ projections, automation promises an immediate and final-
ized presentation of fact: just press the button, or call out to the machine, 
and it will deliver the desired end product without fuss. Some technical ob-
jects might still demand a degree of lived engagement, a process of learning 
and cooperating through which humans find themselves transformed. But 
what is fantasized in promises of “frictionless” and backgrounded track-
ing is often not so much the empowered freedom of the liberal subject 
but a devalued accumulation of things and facts divorced from meaning-
ful experience that might genuinely equip human subjects for better deci-
sions.44 In short, the question of what ought to be done through technology 
is a question of what we can afford to leave opaque and distant to human 
sensibility, of what we should and should not be pushing out of our own 
horizons and up to the interests of technological rationality.

* * *
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When we consider that technology is “not for us” and that the fabri-
cation of numbers and correlations is not our inevitable path to truth, 
we come away with a different sense of the ought. The populational 
explosion of smart machines presents us with a political problem of 
access, priority, and communication between humans and technologi-
cal objects. This is precisely why we must turn away from the mistake 
of thinking that the technological can equates to a human ought. A cen-
tury ago, Simone de Beauvoir wrote that science fails if it is consumed 
by the quest to attain and capture being. Rather, “it finds its truth [as] 
free engagement of thought,” a pursuit of possibilities. And so “technics 
itself is not objectively justified”; its focus on convenience, efficiency, 
and luxury amounts to an obsession with “saving up existence” when the 
focus should be on how to expend it wisely.45

We began with a question: What if that figure of the human subject, 
always historical, always precarious, always long in the shadow of its 
own myths, is being swept away in the data-driven society? To be sure, 
its passing looks less like the advent of thinking robots that replace us 
and enslave us (a human-centric fantasy itself, wherein a superior kind 
of human lives on in our stead), and more a slow erosion. It is the re-
drawing of the lines that sought to secure the idea of an autonomous in-
dividual, of humans who process facts and make reasoned judgment, of 
humans who might determine their own conditions of social existence. 
The data-driven society is not defined, at least not yet, by a binary divi-
sion of threatening or superior machines and the dethroned humans. 
Neither is it the ascendance of humanity writ large toward a fantastic 
posthumanism. As it has been for so long, so it is again a question of 
what counts as being human, of how life becomes fitted into calculable 
categories of the normal, the monstrous, the dangerous, the optimal. 
Neither the uncanny tricks of smart machines nor the sublime complex-
ity of big data should distract us from this moral problem.
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