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How do cables and data centers think? This book considers how 
 information infrastructures facilitate particular forms of knowl-
edge production and dissemination. It takes seriously the injunction 
of other scholars to think “from and within infrastructure” (Anand 
et al. 2018, 13). The “infrastructural turn” has certainly provided a 
much-needed stress on the materiality that underpins contempo-
rary life. In this framing: “Infrastructures are matter that enable 
the movement of other matter” (Larkin 2013, 329). While diverse in 
discipline, ranging from anthropology to geography and sociology, 
studies born of this turn are often united in their attempt to make 
visible the invisible, to reveal the hard underlay of stuff beneath 
seemingly intangible processes and systems. A flurry of research 
in recent years has seen excellent studies on military infrastructure 
(Roberts et al. 2012), undersea cables (Starosielski 2015), the lay-
ers of the modern city (Graham 2016), electricity networks (French 
2017), and the metro system (Fisch 2018), amongst many others.

These analyses often take an excavative approach, beginning 
at the surface level of a phenomenon, a product, or a service and 
then drilling down into their material substrate. In contrast, the 
approach in this book reverses this direction, moving from materi-
ality to epistemology. How does the structuring of matter structure 
what can be thought? Infrastructures are ways of knowing or even 
ways-to-know. This means they are in competition with other ways 
of knowing or not-knowing.1 Indeed, the key argument here is that 
infrastructures accomplish a double move—not only advancing a 
certain epistemic mode but also crowding out competing models 
of cognition. If studies have shown how these data infrastructures 
compete with city dwellers for increasingly scarce water (Hogan 
2015), compete with citizens for state funding (Brodie 2020), and 
compete with state legitimacies in offering new modes of gover-
nances (Easterling 2016), this book posits that infrastructures also 
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2 Epistemic Infrastructures

compete with other epistemologies, advancing particular ways- 
of-knowing while marginalizing others. This focus on thinking of-
fers a novel dimension for investigation, making a contribution to 
studies on data centers and wider infrastructures.

This material here is based on my contributions to “Data Centres 
and the Governance of Labour and Territory,” a project funded 
by the Australian Research Council and led by Brett Neilson and 
Ned Rossiter. Over two years, we focused on data centers, undersea 
cables, and other information infrastructures at strategic sites in 
Hong Kong, Singapore, and Sydney. This exploration delved into 
the hardware, but also the software, standards, labor, and finance 
poured into these zones. To map these clusters and understand 
their operations, I drew heavily on the “gray literature” of plan-
ning documents, government permits, financial filings, trade pub-
lications, and developer specifications. Much of this material was 
highly technical, focused on bitrates and throughput, redundancy 
chains, and cooling specifications. Yet as the project anticipated, 
the social and political impacts of these “merely technical” infra-
structures quickly began to emerge.

While this point seems simple, it can readily be overlooked 
when skimming through industry literature. There is a kind of 
hard-headed enthusiasm to much of this material, an excitement 
about the latest hyperscale data center rooted in detailed specifica-
tions around square meter footprints and kilowatts drawn down. 
These infrastructures are larger and more powerful, moving more 
information at vastly increased speeds. These infrastructures are 
smarter and more efficient, doing the same thing while using less 
resources. These infrastructures are able to absorb shocks and re-
cover from them, modeling forms of resilience.

Together these logics—speed, efficiency, resilience—pervade 
industry discourse, becoming axiomatic principles. It goes with-
out saying that they are worthwhile, productive, something to 
be pursued for their own sake. In fact, it is remarkable just how 
smooth this closure is, how unquestioned this triumvirate of speed, 
efficiency, and resilience has become. Where does this silent force 
come from, this triumphant indisputability that does not even need 
to draw attention to itself? This book aims to pry back open these 
given modes of thinking and being, converting them to open ques-
tions. It seeks not to conduct a knee-jerk critique or simplistic de-
bunking of these values, but instead to pause and consider why they 
have proved ascendant.
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Importantly, it examines them not as abstract ideas, but as 
modes-of-thought that are always performed, carried out by sys-
tems and servers that are painstakingly erected, cables and code 
that are meticulously engineered. Indeed, one of the things that 
make infrastructures so powerful is that they model their own ide-
als. They privilege certain logics and then operationalize them. And 
in this sense, as later chapters will discuss, they both register wider 
societal values and establish blueprints for how they should be car-
ried out. To surface this performance, I dig into the specificities of 
cable speeds, examine the affordances of software, and chart the 
productivity of servers. These technical details, while sometimes 
arcane, empirically ground the broader argument, demonstrating 
how these epistemic ideals are operationalized and their impact on 
the sociocultural milieu around them.

In this introductory chapter, I briefly present the concept of epis-
temic infrastructures, taking it up in a different way from its origi-
nal understanding and situating this intervention alongside related 
work. In Chapter 2, I apply this concept to two infrastructures in 
Hong Kong: a high-speed cable and a (proposed) hyperscale data 
center. These examples demonstrate how the material form and 
function of infrastructure shape the epistemological, privileging 
particular ways of accessing and understanding the world. These 
epistemic infrastructures contribute to epistemic hegemonies, or 
certain dominant modes of thinking and being. And yet other prac-
tices of infrastructuring (social, cultural, technical) can be used to 
challenge and contest this dominance, fostering alternative modes 
of knowledge.

In the next chapter, I think through efficiency and waste by visu-
alizing and exploring a dataset taken from a server cluster. For cloud 
providers, efficiency is all-important. And yet data centers are often 
highly inefficient, burning enormous amounts of energy for power 
and cooling while having very low server utilization rates, where 
work is actually being done. By its own standard, this server cluster 
is inefficient, failing to perfectly orchestrate the different jobs and 
tasks assigned to it. However, the logic of efficiency may itself be 
questioned. Efficiency introduces a particular framing, defining a 
problem, establishing a goal, and offering a compelling road map 
forward. If efficiency is clarifying, it is also obfuscating, bracket-
ing out alternative ways of understanding these sociotechnical sys-
tems. As hyperscale technology companies dominate data centers, 
often what is becoming more efficient are exploitative operations. 
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Efficiency should then be challenged, but without falling back to a 
familiar valorization of inefficiency.

In the final chapter, I think through resilience and failure. Data 
centers have often been framed as indestructible infrastructures 
that maintain operations while keeping threats at bay. Data centers 
certainly attempt to reinforce themselves against environmental ca-
tastrophes, human intrusions, and the obsolescence that time itself 
threatens. Yet data centers also illustrate a shift in the concept of 
resilience from systems theory to ecological understanding. Rather 
than anticipating and externalizing threats while maintaining an 
equilibrium, resilient infrastructures internalize them and adapt to 
changes. Recent moves to “design in” failure and automate healing 
demonstrate how data centers strive to integrate such resilience. In 
embodying and enacting this resilience concretely, infrastructures 
contribute to an imaginary of resilient-thinking that has broadened 
to become a framework for the governance of life.

Redefining Epistemic Infrastructures

The term “epistemic infrastructures” is associated with a set of 
tightly related concepts such as epistemic cultures and epistemic 
practices theorized by Knorr-Cetina (1999; 2008) over the last 
two decades. These concepts combined practice theory and actor- 
network-theory to focus on the broader structures that support 
practices of knowledge production. If epistemic practices are the 
patterns of action that organize and assemble knowledge, then 
epistemic infrastructures are “larger formations that connect [epis-
temic] practices and sites to each other” (Bueger 2015, 8). More 
concretely, epistemic infrastructures often refer to the libraries, 
museums, archives, and other institutional forms that “enable indi-
viduals and societies to know what they know and to do what they 
do” (Hedstrom and King 2006, 113).

Drawing on this understanding, Merz (2006, 99) posits that “dif-
ferent epistemic cultures privilege different forms of digital infra-
structure.” For instance, fields such as theoretical particle physics 
use technologies like email in a different way than other disciplines. 
Yet this framing could also imply an array of pre-existing cultures 
that simply put technical infrastructures to work in the way they de-
sire. In such a vision, knowledge comes prior; technology is merely 
the tool that allows it to be shared and disseminated in certain ways. 
This framing can also be found in work on “knowledge infrastruc-
tures” (Edwards et al. 2013), which points to the challenges that 
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museums, research institutes, and libraries face in the age of online 
learning, metadata, and wikis. Such concerns, while important, 
retain a somewhat conventional perspective, where technologies 
take prior human knowledge and amplify or undermine it. Against 
these assumptions, we need to remember that the human inhabits a 
technical environment, one that exerts significant influence on our 
ways of knowing—what is known and can be known. In this light, 
it would be interesting to take Merz’s proposition and reverse it. 
Could we ask instead how digital infrastructures privilege certain 
epistemic cultures?

In Thinking Infrastructures (2019), Kornberger and his co-editors 
follow this question. Infrastructures are “investments in form” they 
argue, and these forms “organize thinking and thought and direct 
action across multiple settings and multiple temporal scales” (1). Yet 
almost immediately, they contrast thinking infrastructures to the 
19th-century infrastructures of road, rail, and wire (1). Compared 
to those seemingly antiquated technologies, they frame thinking 
infrastructures as a distinctly 21st-century affair. If thinking infra-
structures are “a wide range of phenomena that structure atten-
tion, shape decision-making, and guide cognition,” the examples 
of “rankings, ratings, and algorithms” that complete this definition 
all-too-quickly suggest a certain kind of contemporary digital sys-
tem (1). The volume’s contributions, from the sharing economy to 
social media, follow this cue. Granted, this century has certainly 
been marked by a more intense focus on cognitive labor and infor-
mation technologies (Berardi 2010; Moulier-Boutang 2011). Yet the 
ability to structure attention and guide cognition did not emerge 
suddenly with the birth of the mainframe or the advent of the inter-
net. Indeed, the force Kornberger and colleagues (2019, 2) attribute 
to a ride-sharing system—one that renders “visible, knowable and 
thinkable complex patterns of human interaction”—might be said 
of any number of infrastructures across a much longer span of time. 
The infrastructural examples in this book, in fact, are contempo-
rary not ancient. But rather than being dictated by a focus on the 
digital and platforms, they assume that any infrastructure, as an 
investment in a particular kind of form, can be productively under-
stood as a way-to-know. An infrastructure does not have to store 
files or house a database in order to facilitate forms of knowledge 
while excluding others.

Further developing this concept, we note that infrastructures 
are often regarded as structures that “give form to knowledge” 
(Mattern 2020). Infrastructures allow forms of information to be 
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stored, from stone tablets to the stacks of libraries or the platters of 
a hard drive. But if infrastructures crystallize or materialize knowl-
edge, they also actively influence it. Harold Innis (2007 [1950], 2008 
[1951]) may not have explicitly used the term infrastructure, but he 
recognized that the very materiality of media systems worked to es-
tablish certain biases in the ways knowledge was shaped and prop-
agated. Infrastructures are more than an inert storage device or an 
archived record of what was learned in the past. Infrastructures are 
performative in the present, generating particular forms of knowl-
edge that are taken up and built upon. As Parikka notes (2011, 66), 
power/knowledge is circulated through these machines; they are 
“not only a representation of what happens but an instructional 
and hence operational tool for executing time-critical processes 
in technical environments.” Infrastructures not only function in a 
single direction but also as part of a circuit that alters the scope 
and shape of thought. In structuring, coordinating, and process-
ing, they help determine what can be perceived, interpreted, and 
reacted to.

For N. Katherine Hayles, these epistemic technologies mean that 
we should now distinguish between conscious, human-centered 
thinking and cognition as a “broader term that does not necessar-
ily require consciousness but has the effect of performing complex 
modeling and other informational tasks” (2014: 201, see also Hayles 
2016, 2018). Technical systems establish an intention and carry out 
purposive activity. These operations are executed at timescales far 
below the threshold of human consciousness. And these cognitive 
processes are distributed, taking place in the form of networked 
ecosystems such as automated trading and the smart home. “Tech-
nical devices cognize and interpret all the time,” stresses Hayles 
(2014: 216), and “these interpretations intersect with and very sig-
nificantly influence the conscious/unconscious interpretations of 
humans.” As technical infrastructures increasingly permeate ur-
ban spaces and everyday life, their cognition comes to shape ours.

The concept of “epistemic infrastructure,” then, might be taken 
up in an alternate way to consider how material form shapes the 
production and dissemination of knowledge. In one sense, this is 
a question of design. Infrastructures are a result of a specific de-
sign vision: they are embedded with particular assumptions, they 
operate according to a particular logic, and they are planned with 
particular use cases in mind (Fry 2010; Dunne and Raby 2014). 
The outcome of these design decisions is a distinct rather than a 
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universal form. And this infrastructural form inherently facilitates 
certain modes of thought while rendering others inoperable.

Of course, establishing a particular infrastructure in a location 
isn’t totalizing. Other forms of thought are not obliterated or ren-
dered impossible. As the last section will discuss, social infrastruc-
tures and their alternative epistemologies will certainly persist. 
Instead it is a matter of considering which kinds of infrastructure 
are actively supported—drawing capital, land, labor, and so on—
and which are pushed to the edge, surviving in the margins. In this 
sense, decisions about infrastructure intersect with issues of civic 
life and urban governance (Yigitcanlar et al. 2008; Klinenberg 
2018). If an infrastructure “enables or disables particular kinds of 
action in the city” (Graham and McFarlane 2015, 1), it also enables 
or disables particular ways of knowing in that space.

Given this observation, we might temporarily anthropomor-
phize infrastructure to pose a set of simplified questions: How does 
an infrastructure think? What does it think of? And what cannot 
be thought through it? To pursue these questions, the next chapter 
moves from literature to infrastructure, focusing on two key sites in 
Tseung Kwan O, Hong Kong.

Note
 1 “Ways of knowing” here is a less technical alternative to “epistemol-

ogy” and follows other disciplines that use this phrase to explore what 
is known, how it is known, and how it influences practices: from indig-
enous ways of knowing (Cochran 2008) to designerly ways of knowing 
(Cross 1982) and ways of knowing in nursing (Carper 1978).
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Over the last decade, Tseung Kwan O in Hong Kong has become 
a key telecommunications nexus in the region and a strategic site 
for establishing infrastructural presence. One major infrastruc-
tural project to emerge in the last several years at Tseung Kwan O 
has been the TKO Express. The TKO Express is a fiber-optic sub-
sea cable constructed by Superloop and launched in 2017. Tseung 
Kwan O was already heavily crowded with major international 
subsea cables. But cable connections between the local stock ex-
change data center and the business district across the bay were 
forced to use a circuitous route that traveled through cross-harbor 
tunnels. This long detour created a delay between the two points, 
a latency between when a trade was issued at a financial company 
and when it was received and executed on the stock exchange. 
For financial services and traders, low latency is absolutely key 
(Hasbrouck and Saar 2013; Lewis 2014). For this reason, the TKO 
Express was designed from the beginning to be the shortest pos-
sible path between the HKEX Hosting Services Datacenter—the 
facility that hosts the Hong Kong Stock Exchange—and the Cen-
tral Business District. As Superloop’s director stressed: “That’s 
important for financial institutions which rely on low-latency con-
nectivity… for transactions that can be won or lost in the blink of 
an eye” (Qiu 2018).

One of the ways to understand infrastructures as particular 
knowledge producers is to examine the lengths a company will 
go to deliver a very specific solution—in this case, the low-latency 
connectivity desired by financial services (Superloop 2016a). Such 
a challenge is not just real-world detail, but demonstrates the spec-
ificity of an infrastructure. They show the immense labor required 
to erect this form and impose this vision—along with its particular 
epistemology—in the face of physical, organizational, and finan-
cial hurdles.

2 Fast and Slow Knowledge
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Geographically the TKO cable runs from Chai Wan on Hong 
Kong Island to the Tseung Kwan O Industrial Estate in the New 
Territories. The shortest and fastest route between these two points 
is underwater. Indeed, while other cables branch off to nearby junc-
tions or curve in snake-like patterns to reach their destination, one 
of the remarkable properties of this cable is just how direct it is. By 
crossing the harbor, TKO could run 3 kilometers rather than the 29 
kilometers of the shortest existing route (Rao 2016). However, this 
body of water is Victoria Harbor, one of the busiest shipping lanes in 
the world. In addition to maritime traffic, this area is already criss-
crossed by a number of existing cables, pipes, and other infrastruc-
tural projects (Superloop 2016a). To even be permitted to work in this 
space, Superloop had to “consult and obtain appropriate approvals 
from government departments,” explained the director (Qiu 2018), 
“including planning, civil engineering and marine and environment, 
as well as permission from other telecommunications providers to 
cross their cables.” The project required over 20 permits and official 
approvals in all, a process that took two years to complete.

Constructing the lowest latency route also created logistical 
nightmares in the construction phase. One constant danger for un-
dersea cables is ships. Ships may drag their anchor or trawlers may 
accidentally snag on the cables, ripping them open. In deep water, 
this is much less likely. Cables are buried under the seabed and typ-
ically contain only a light level of protection. However in shallow 
or busy water, ships become a major threat and fragile fiber-optic 
cables are surrounded by armored steel wires (Superloop 2016b). In 
addition, metal sheaths surround the cable, increasing in thickness 
as water depths decrease.

As cables ascend up the shoreline to their landing point, this dan-
ger is further increased. For the vulnerable transition from ocean 
to land, Superloop constructed a cable duct. This major material 
intervention “involved drilling below the foundation of an existing 
seawall and through the bedrock to the breakout point some 250m 
in the harbor” (Qiu 2018). The duct slants slowly upward, ending 
as a hole on land, where it is connected to local networks. For the 
TKO Express, the duct ended 150 meters inland, requiring a large 
drilling rig to be buried 1.5 meters under the ground in order “to get 
the correct angle to avoid the seawall, and successfully construct 
the duct” (Qiu 2018).

Once the duct was constructed, a ship could lay the cable itself. 
Accompanied by patrol boats to avoid interference, this ship moved 
slowly across the bay with a sledge burial tool which simultaneously 
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cut a deep trench in the seafloor, laid the cable at the bottom, and 
covered this trench back up. These details are not just trivia, but 
demonstrate the intense material transformations required to sup-
port the “instant” information and “real-time” transactions of 
financial trading. Facilitating these forms of knowledge requires rip-
ping up the seafloor, boring through bedrock, and excavating holes 
in the dirt. The manipulation of matter on a vast scale results in a 
connection designed specifically to appeal to financial companies.

What forms of thought does this infrastructure foster? Certainly 
financial markets have a particular type of knowledge that is of in-
terest. As De Scheemaekere (2009, 26) notes, the epistemology of 
modern finance is concerned with making “the subjective a little 
less prominent and the quantifiable a little more widespread.” To 
pursue this goal, traders and financial companies focus on price 
tracking, on future probability, and especially on mathematically 
modeling uncertainty (Clarke 1999; LiPuma and Lee 2004; Stewart 
2012; Lee and Martin 2016).

However, here we might return to the question of how infra-
structures themselves shape certain epistemic cultures. Putting 
traders and institutions to one side, we can consider the materi-
ality and operationality of the low-latency cable and the forms of 
cognition it privileges. If an infrastructure is a way of knowing, 
what can be “thought” by the TKO Express? The cable is specifi-
cally designed to transmit tiny packets of data like bids and price 
points in a matter of milliseconds. The world is a financial world 
and the knowledge that matters is knowledge that reaches you be-
fore your competitors. In essence, the cable focuses on informa-
tion that is digital and accelerate-able while bracketing out other 
forms of knowledge. Writing on high-frequency financial trading, 
Seyfert notes that some firms enjoy advantages over others because 
of such infrastructure. “Informational access” Seyfert (2016, 256) 
suggests, “is not just related to the amount of information and the 
identity/sameness of information in different milieus, but also to 
the formatting and the rates of transmission.” Seyfert is noting how 
critical latency and transmission speeds are for trading. Yet per-
haps overlooked here is how the “rates of transmission” shape the 
“identity of information.” Only certain types of knowledge can be 
packaged into a machine-readable form, transmitted along a cable 
at the speed of light, and then processed by another machine, all in 
the space of a few milliseconds. A sell order, an option, a current 
price update—if these are capsules of intelligence, they are highly 
specialized ones. In this sense, the TKO cable infrastructure only 
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facilitates a very niche form of information. High-speed cables sup-
port high-speed thinking, or what we might call “fast knowledge.”

While tempting, the point here is not to dismiss such fast knowl-
edge. Already there is a rather conservative humanistic strain run-
ning across media studies that recoils against this kind of machinic 
cognition, whether due to its acceleration (Pardo-Guerra 2010) or 
automation (Stiegler 2016). For these critics, information has be-
come too fast and too complex. The volume and velocity of data 
supported by cables like the TKO overwhelm the human and its 
capacities (Rieder and Simon 2017). The resulting technical condi-
tion represents an erosion of human agency and a threat to human 
judgment. In response, humans must claw back control. To take 
just one example, we could draw on David Golumbia. Writing on 
high-frequency trading, Golumbia (2015, 397) concludes that this 
is a sphere where “human beings must retain not just ultimate but 
thoroughgoing influence, even if the affordances of the technical 
system might seem to dramatically outpace those of the human 
one.” In this vision, humans must reassert their “real” judgment in 
the face of this faux-knowledge of correlation and prediction.

Rather than deriding this knowledge as illegitimate, we stress 
that it is particular. Particular knowledge enables particular action. 
Depending on which scholar is drawn upon, the rise of financializa-
tion varies in its effects, from intensifying inequality (Piketty 2014), 
to lowering standards of living and the stability of the economy 
(Tomaskovic-Devey et al. 2015), appropriating our futures (Durand 
2017), and fostering more pervasive forms of accumulation and 
dispossession (Chakravartty and da Silva 2012). This particular-
ity means that infrastructure always carries out a double move. If 
infrastructure advances a certain form of knowledge, it does not 
do so in a vacuum, but in relation to other ways of knowing. In-
vesting vast amounts of capital, time, and labor into this kind of 
infrastructure is a choice. Such resources are inherently limited. 
And this means that the decision for one infrastructure is always 
a decision against alternative infrastructures—whether technical, 
social, political, and so on—and their attendant epistemic logics.

With this in mind, we might consider the forms of “slow knowl-
edge” that suffer as a result, becoming under-resourced or ignored. 
In his remarkable essay on slow knowledge (1996: 700), David Orr 
states that fast knowledge “creates power structures whose function 
it is to hold at bay alternative paradigms and worldviews.” Orr ar-
gues that fast knowledge has risen to become hegemonic, edging out 
other ways of knowing. Fast knowledge is predicated on a number 
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of assumptions. It assumes that knowledge is always measurable, 
that it should be usable rather than contemplative, and that there is 
no distinction between information and knowledge (Orr 1996, 699). 
In a statement that eerily anticipates the devastating fallout of the 
financial crisis, Orr suggests that systems of fast knowledge create 
“social traps in which the benefits occur in the near term while the 
costs are deferred to others at a later time” (1996, 700). Toward the 
end of the essay, Orr more explicitly contrasts the two different ways 
of knowing. A selection of these comparisons include (1996, 701):

Fast knowledge deals with discrete things;
slow knowledge deals with context, patterns, and connections.
Fast knowledge is about “competitive edges” and individual 
and organizational profit;
slow knowledge is about community prosperity.
Fast knowledge is mostly linear;
slow knowledge is complex and ecological.
Fast knowledge is often regarded as private property;
slow knowledge is owned by no one.
Fast knowledge arises from hierarchy and competition;
slow knowledge is freely shared within a community.

The financial infrastructure of the TKO Express embodies many 
of these traits: an infrastructure that can be leased by corporate 
clients in order to gain a competitive edge and achieve individual or 
organizational profit. In drawing upon financial and organizational 
capital and facilitating a form of fast knowledge, it simultaneously 
contributes to a displacement or destruction of slow knowledge, 
forms of knowing that are more communally and ecologically fo-
cused. Tseung Kwan O had a “lack of community ‘kaifong’ feeling,” 
noted one resident, “we hardly ever saw our neighbors in 10 years. 
I wouldn’t recognize their faces even in the lift” (DeWolf 2020). Of 
course, as the last section in this chapter will discuss, this doesn’t 
mean that such forms disappear entirely. Tseung Kwan O, notes the 
same article (DeWolf 2020), shows how “there is always life between 
the cracks.” Instead it is simply to reiterate that infrastructures are 
powerful epistemic formations, both advancing particular forms of 
thought and edging out competing ways of knowing. The next sec-
tion turns to the second epistemic infrastructure in Tseung Kwan 
O—or more specifically, to the conflict between two competing 
 infrastructural forms.
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Battle of Epistemic Infrastructures

This section examines a battle over a plot of land and the differ-
ent kinds of knowledge supported by different infrastructures. The 
Tseung Kwan O Industrial Estate, or TKOIE, had been conceived 
early on as a site for high tech companies. The estate became pop-
ulated with data centers aligned with Japan (NTT Communica-
tions), China (China Mobile, China Unicom, and China Telecom), 
Australia (Pacnet), the United Kingdom (Global Switch), and the 
United States (Digital Realty). As the reputation of the space grew 
and additional undersea cables were connected, the estate rapidly 
filled up close to capacity. Such spatial constraints matter deeply 
in Hong Kong, an island where land is very scarce and the govern-
ment has invested billions on reclaiming land from the sea (Endi-
cott 2001; Heifetz 2017). Indeed Tseung Kwan O itself was largely 
built on reclaimed land.

Data center operators were put under pressure to find new plots 
of land for their infrastructures (Mah 2015). One plot of land in the 
estate had immense potential, but local residents wanted it for other 
purposes. On September 11 of 2015, the Hong Kong Town Planning 
Board (abbreviated here as TPB) met. On the agenda was Area 85, a 
currently vacant parcel of land located in the Industrial Estate but 
also very close to residents in LOHAS Park. Area 85 was currently 
designated as GIC, or “government/institution/community,” a 
broad category that would allow it to be used for community facil-
ities in the future. However, the Board had issued a plan to change 
its designation, allocating it to a data center. One submission to the 
meeting supported the plan, stating it “would help promote Hong 
Kong as a knowledge-based society and eliminate unauthorized 
uses on the site” (TPB 2015, 11). But a number of residents had sub-
mitted their own counter claims, and were now present in order to 
contest this vision.

Over the course of the next few hours, one resident after another 
arose to express their opposition to the plan. Ms Chee stated that 
“she did not know that there was no commercial nor market facil-
ities to meet the basic needs of local residents” when she moved to 
the area six years earlier (19). Frustratingly, there were still none. 
She recognized the importance of economic needs as well as social 
needs. But she stressed that “social needs should take precedence as 
there were already many data centers in TKO. She urged the Board 
to allocate the proposed data centre site in the area for the develop-
ment of a government complex to serve local residents” (19).



16 Fast and Slow Knowledge

Next, Ms Fung, another longtime resident of LOHAS Park, 
spoke. She emphasized that “local residents had been suffering for 
years due to the lack of basic and essential facilities in the vicinity 
to meet their daily needs” (20). She noted that there were already 
11 data centers in the Industrial Estate. Instead of allocating Area 
85 to another data center, she urged the government to use the site 
“for the development of a government complex with the provision 
of market, cooked food centre, indoor recreation centre, public car 
park, post office and library, etc. to meet the demand of local resi-
dents” (20).

Mr. Zhang Meixiong followed. He began by complaining that 
residents were already surrounded by a number of “incompatible 
land uses” (21). Incompatibility suggests not only that there are 
deep-seated differences between a data infrastructure and a com-
munity infrastructure but also that these differences are irreconcil-
able. These disparate infrastructures have logics and imperatives 
that do not overlap with each other. If epistemological orienta-
tions constitute a worldview, these infrastructures occupy separate 
worlds. While they share the same space of Tseung Kwan O, these 
differences cannot be smoothed over, cannot be brought into har-
mony. Meixiong stressed that the allocation of Area 85 was not just 
an abstract or economic decision, but one fundamental to the lives 
of its nearby inhabitants (22). Due to the lack of basic needs over 
so many years, a climate of hostility had emerged in the local com-
munity. He concluded by issuing a warning (23), stating that “the 
strong sentiments of local residents against the Government might 
be further increased. They might be prone to carry out demonstra-
tions or even violent actions.”

Christine Fong, a representative for many residents, then spoke. 
She reminded the Board that “the proposed data centre sites were 
the only two vacant sites in the vicinity of LOHAS Park in the 
area” (25). She argued that “pro-government DC Members, who 
indicated support to the data centre development… had no local 
knowledge on the strategic importance of the sites for local resi-
dents” (26). Fong’s phrasing of “strategic importance” suggests that 
particular sites—and the infrastructure that attends them—are not 
only critical for commercial interests like the data center operators, 
but can also be key for the community. A community center would 
be an infrastructure that would allow residents to generate their 
own forms of knowledge, to collectively develop a sense of commu-
nity identity, and to share that thinking with others.
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After hearing all these arguments, the Board adjourned to con-
sider their merit. However, upon returning from deliberations, the 
Board announced that it had decided “not to uphold R2 to R385” 
[the 384 representations from Residents] and that “the Plan should 
not be amended to meet the representations” (52, emphasis in orig-
inal). While “sympathetic” to the needs of the community, the 
board assured them that more facilities would be built for them 
eventually. Besides, no other alternative sites for data centers had 
been located. The plan would go ahead. Rather than a community 
center, Area 85 would become a data center.

The debate over Area 85 presents a clear conflict. Two opposing 
forces struggle over a single parcel of land and its future function: 
data center or community center. As in the case of the TKO Express, 
the decision for the former should be understood as a decision against 
the latter. Tseung Kwan O is an environment of finite resources: elec-
tricity, water, capital, and most critically in Hong Kong—land. This 
means that the decision takes place with a zero-sum terrain, giving 
to some while taking away from others. By obtaining Area 85, data 
center operators will enjoy a designated site, close to a metropolis 
and low-latency cable links, while residents must make do without 
their own “epistemic  infrastructures”—core community facilities 
such as a library, a post office, or a market. Admittedly, this example 
is somewhat unusual in its stark binary. Yet if the battle lines are typ-
ically less obvious, they demonstrate a fundamental conflict between 
different infrastructures and the different forms of epistemologies 
they facilitate. In framing the Board’s decision as one considering 
“economic” versus “social” concerns, the residents demonstrated 
their inherent understanding of this tension.

In 2018, the plot went to auction. As Hong Kong’s largest parcel 
of land now zoned for data centers, it was fiercely contested, fetching 
nine bids from major operators (Ka-sing 2018). In the end, the auction 
was won by SUNeVision Holdings with a bid 45% higher than the ex-
pected price (Zhou 2018). While a new facility has yet to be completed, 
it is not difficult to envision because SUNeVision already owns the ad-
jacent plot. This facility is the home of premium data center provider 
Equinix (2019), whose blue-chip clients include cloud computing firms 
like Amazon Web Services, Google Cloud, and Microsoft Azure and 
financial firms such as NASDAQ, Paypal, and Lloyds.

If financial firms facilitate forms of knowledge predicated on 
quantification and monetization, cloud providers produce knowl-
edge through the capture and commodification of social knowledge 
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(Terranova 2018). As Morozov (2014, 2015, 2018) has long argued, 
these companies accrue wealth through the extraction of personal 
data, a highly valuable asset that should be a social rather than 
a commercial resource. Corporations like Amazon and Google 
mine this knowledge, folding it into proprietary systems that am-
plify their reach and increase their competitive advantage. And 
these providers rely heavily on the kind of highly priced, massively 
scaled infrastructure that Equinix offers in its TKOIE facility. This 
is what Andrejevic (2014) calls “the big data divide”—big data ex-
acerbates the power asymmetry between those who have the capital 
and infrastructure to use it and those who do not, between those 
who sort and those who are sorted. The epistemic hegemonies of 
big tech companies emerge from the epistemic infrastructures they 
are built upon.

This is not just about market dominance, but a kind of out-
sized cognitive dominance. In this sense, the Californian ideology 
( Barbrook and Cameron 1995) is also an epistemology, embedded 
with a certain way of understanding the world. These platforms 
and services dictate how information should be prioritized, what 
relations should be enabled, and what actions can be taken. For 
 Leetaru (2019): “Silicon Valley’s enforcement of a single set of global 
rules of what is permissible to say, see, and believe online represents 
a new generation of enforced cultural colonialism.” While Leeta-
ru’s claims may be slightly overwrought, they stress how such tech 
titans go beyond merely being “technology companies” and enact 
a dominant mode of experiencing the everyday (Greenfield 2017). 
With user bases in the millions, product and platform paradigms 
rapidly become normalized.

What epistemologies emerge from this infrastructure of mul-
tinational corporations and hyperscale data center facilities? In 
other words, what forms of cognition are enabled (and disabled) 
by this intersection of elements? Here we might briefly focus on 
the burgeoning role of big data and machine learning carried out 
in these facilities. Frické (2015, 655) carefully deconstructs several 
of the key techniques used in this area, concluding that “connec-
tionism, neural nets, random forests, and so on in machine learn-
ing are, at heart, a black box instrumentalist version of inductive 
algorithms.” These, in turn, are updated versions of inductivism, 
that long-discredited belief that data alone will provide theories, 
guide experiments, and provide rich insights. “Who knows why 
people do what they do? The point is they do it,” asserted Wired 
editor Anderson (2008), summing up this epistemology, “with 
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enough data, the numbers speak for themselves.” Hypotheses can 
be discarded; curve-fitting and correlation is all that matters. In 
this world, relations can be distilled into node values and data 
provides a ground truth. There is a kind of pragmatism here, an 
operationalization of life. The style of reasoning employed by 
algorithmic systems and big data is essentially reductionist, cri-
tiques Krasmann (2020), a “logic of the surface.” And this is not 
even to delve into how such data is often biased and racialized, 
emerging as it does from the substrate of colonial systems (Chun 
2018; Benjamin 2019).

Contesting Epistemic Hegemonies

Despite all these critiques, the point is not to dismiss this mode 
of cognition altogether, but to stress its specificity. In presenting a 
compelling technocratic worldview, this epistemology brackets out 
other ways of knowing. The town planning board rationalized a 
data center by stating it would facilitate a “knowledge-based so-
ciety.” But what kinds of knowledge are included and excluded in 
this vision? Here, as the chapter has stressed, it pays to attend to the 
affordances of infrastructures. The epistemic infrastructures of the 
high-speed cable and the hyperscale data center are designed in a 
particular way. These designs are not infinitely open-ended. In con-
trast to some of the earlier framings of epistemic infrastructures, 
infrastructures cannot simply be taken up by various cultures to 
produce whatever forms of knowledge are desired. There is a rela-
tion between operation and cognition, between what can be done 
and what can be known.

On the one hand, there are certain hard limits imposed by func-
tionality: some operations are impossible. A data center, for in-
stance, cannot store, process, or redistribute information that is 
non-digital. This immediately ignores a vast realm of knowledge 
that is irreducible to bytes, precluding, for instance, key aspects 
of indigenous knowledge systems. As Charles Kamau Maina 
(2012, 17) stresses, digital information management “excludes tra-
ditional knowledge that is not formerly codified and is acquired not 
through research but through, inter alia, inspiration and life ex-
periences.” These are epistemologies that are not fully expressible 
in the terms of capture (Agre 1994), ways of knowing that are not 
easily ingested, parsed, and processed. Some knowledge systems 
do not conform to the matrix-like logic of the digital, with its clas-
sifications and codes. The question here is what is ignored, what is 
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incompatible, what remains outside the epistemic frame? The fram-
ing function of an epistemic infrastructure is powerful precisely be-
cause it banishes this question and quietly sets out the boundaries 
of what can be known.

On the other hand, there is a softer shaping of knowledge that 
infrastructures carry out. Some forms of knowledge generation 
are technically achievable, but are discouraged in favor of other 
uses. In theory, the high-speed cable could transmit many kinds 
of information. In practice, the cable’s tight design specifications 
(and the exorbitant costs associated with renting access to it) mean 
that it remains the domain of elite financial firms and high-speed 
trading data. This is an infrastructure for fast knowledge—even 
if others were granted free access to the cable, the transmission 
of alternative forms of knowledge (slower, more communal, less 
commercial) would be considered cross-purpose, out of place, 
a “waste” of its capabilities. What then are the modes of cogni-
tion that are privileged by an infrastructure, the processes they 
are optimized for and through which knowledge is considered to 
emerge? Machine learning and big data, touched on above, often 
come with a strong set of epistemic assumptions, a particular un-
derstanding of the world linked with a claim to be an “all- knowing 
prognosticator or a shortcut to ground truth” (Crawford et al. 
2014, 1670). In structuring matter, infrastructures also structure 
thought, reinforcing established ways of thinking while margin-
alizing others.

Of course, this is not to claim that alternative forms of knowledge 
disappear. Lighting up a high-speed cable does not suddenly erase 
non-financial knowledge. Similarly, launching a data center does 
not delete more social and communal forms of knowing. Despite 
Kittler’s warning (1999: xxxix), media do not entirely determine our 
situation, nor do infrastructures completely dictate knowledge. Sys-
tems are never totalizing and alternative forms of thought continue 
outside formal systems. “While infrastructure sets lines of articu-
lation and instantiates particular conceptions of space and time,” 
stresses AbdouMaliq Simone (2015, 120), “it always engenders shad-
ows, recesses, and occlusions that can be occupied as staging areas 
for unscripted incursions.” Knowledge may take place at the pe-
ripheries of the formal economy like the market. And the transmis-
sion of this knowledge may employ more ad-hoc forms of exchange 
such as the story or the joke. Within this “relational infrastruc-
ture,” Simone (2015, 84) suggests that the “marginalized, weakened 
or threatened” work out their own “operational spaces”—however 
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temporary. If cloud platforms, with their megawatts of electricity 
and millions of dollars of capital, represent a kind of high-power 
knowledge generation system, the conversation between locals at a 
street-side stall embodies its low-power opposite.

One recent counter-infrastructure in the city has been driven 
by Hong Kong’s anti-extradition protests. From the city center to 
Tseung Kwan O itself, these protests have seen millions take  to 
the streets, coordinated actions that were supported by a sophis-
ticated social-digital infrastructure. Groups have been setup on 
encrypted messaging apps and online forums, some with tens of 
thousands of participants. These groups have facilitated a rich 
form of crowd-sourced knowledge used to organize marches, share 
legal and medical advice, warn others of police, and offer supplies 
like masks, while real-time voting on the same groups allows this 
leaderless movement to debate the use of violence or the location of 
the next action (Vincent 2019). These examples are not just about 
a “clever use” of digital tools, but can be understood as an epis-
temic infrastructure, constructed from the ground up, which aims 
to think about Hong Kong in a fundamentally different and more 
democratic way. Though opinion certainly varies across the move-
ment, this alternative knowledge formation coalesces around the 
idea that Hong Kong is not just a data-driven financial powerhouse 
(Lewis et al. 2019; Yiu 2019; Ellis 2020), nor an extension of China, 
but a space with its own values and visions. Far from technophobic, 
this infrastructure draws upon the very same low-latency cables 
and hyperscale data centers discussed in the sections above, yet em-
ploys these affordances in order to scaffold very different forms of 
knowledge. This is an immanent intervention, where radical ways 
of knowing piggyback on established infrastructures while under-
mining established epistemologies.

Yet while alternative forms of knowledge certainly persist, the 
force of infrastructure should once more be stressed. The essen-
tial question here is what forms of knowing are being actively sup-
ported. Infrastructures draw upon vast amounts of capital, labor, 
and time, mobilizing these limited key resources into a particular 
form. Once constructed, they intensify and extend particular ways 
of knowing. In the case of the cable, we might expect to see not only 
increasing volumes of trades but also new firms being enticed to the 
city and new forms of financialization being developed. In the case 
of the data center, we could anticipate an influx of cloud compa-
nies and platforms, where more articulated and invasive forms of 
extraction become operable at scale. These infrastructures amplify 
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dominant modes of thought while undermining alternatives. 
While social or relational infrastructures will certainly persist in 
the margins, regardless of being under-resourced, such precarity 
reduces their potential for greater impact—more stable lives and 
livelihoods, stronger and more resilient communities, richer forms 
of cultural and social life. Epistemic infrastructures promote and 
power epistemic hegemonies.

Rather than simply giving form to knowledge, infrastructures 
actively shape the production of knowledge. Infrastructures are 
designed and developed, representing an investment in a par-
ticular kind of form. In connecting particular institutions, pro-
ducing  particular forms of information, and distributing them at 
 particular temporalities, this infrastructural form apprehends and 
understands the world in a particular way. Epistemic infrastructure 
always enacts a double move—funneling land, labor, and capital 
into a form which fosters a certain kind of knowledge while sup-
pressing or ignoring alternative ways of knowing. Certainly, infra-
structures are not totalizing. Alternative  epistemologies—slower, 
more local, more communal—continue to persist. However, we 
should also recognize the ability of epistemic infrastructures to 
engender forms of epistemic hegemony. As social infrastructures 
become more neglected, dominant infrastructures grow in scale 
and reach, fostering extractive forms of knowledge-production 
and normalizing “universal” and commercial ways of thinking. 
Reframing infrastructures as epistemic stresses that infrastruc-
tures are not merely complex technical systems, but at a far more 
fundamental level, ways to know. Resituating them in this way 
moves them away from being the sole domain of technologists and 
experts, and places them in the wider hands of communities and 
citizens. It stresses the everyday stakes of infrastructure as a form 
through which we interpret the world around us. And it poses a 
more accessible but more profound set of questions: what do we 
want to know and how do we want to think?
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Uber, Airbnb, Google, Amazon, and Netflix are names that stress 
how data-driven systems are reshaping the world. Yet these plat-
forms and services would not be possible without the data in-
frastructure that underpins them. Far from being nebulous and 
immaterial, “the cloud” is highly material, taking the form of the 
copper and cables, switches and server racks that comprise the data 
center and its accompanying infrastructure (Holt and Vonderau 
2015). Often overlooked by consumers, these data centers neverthe-
less play a critical role, delivering media streams, ferrying financial 
transactions, storing health data, and deriving insights through 
machine learning. As everyday activities increasingly become dig-
itally mediated, the control and distribution of this data becomes 
not just a technical question, but a social and political one (Ruppert 
et al. 2017).

Yet if data centers are increasingly influential, they are often con-
ceived as black-boxes (Pinch 1992; Veel 2017). Typically off limits 
to researchers, what can be determined is often gleaned from high-
level technical specifications: a building spanning several thousand 
meters of floor space, which may contain a certain number of server 
racks, and which is driven by an infrastructure capable of produc-
ing a certain amount of power. Specific details—the names and 
numbers of clients, the precise amount of water and energy used, 
the routing of data, and the largest markets—are all proprietary 
information that remains undisclosed for reasons of both client se-
curity and business competitiveness.

Recently however, Alibaba, the Chinese cloud computing giant, 
released major datasets from its production cluster (Alibaba 2019). 
In essence, a production cluster is simply a large number of serv-
ers that are grouped together by scheduling software. The cluster 
management system assigns jobs to machines in the cluster and 
manages the allocation of resources to it. The 2017 dataset includes 
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about 1,300 machines over a period of 12 hours. The 2018 dataset 
is much larger and more detailed, with five files totaling 270 giga-
bytes, and includes data from around 4,000 machines over a period 
of eight days.

Certainly there are limitations in this dataset. Unfortunately, 
Alibaba does not disclose exactly where this cluster is located, 
nor whether these machines are housed in a single data center or 
spread across multiple sites. Moreover, while the times and dura-
tions of jobs are given, what exactly the job entails—Moving data? 
Performing queries on databases? Generating machine learning 
 models?—is never specified. Finally, machines are simply num-
bered as a series—how they are racked or arranged spatially in 
the building is unknown. As with any dataset, these gaps set limits 
on what can be inferred. However, given the typically black-boxed 
nature of data centers, the public release of this information does 
offer an interesting resource for researchers and a welcome step to-
ward transparency from cloud operators.

Why was this data made publicly available? To a certain extent, 
Alibaba’s claim that they are helping to “bridge the knowledge gap 
between many of us and academic researchers/industrial experts” 
is not unfounded (Alibaba Developer 2019). Without voluntary re-
lease of this information, it would be off limits to all but a handful 
of data center employees. However, the publishing of this data is 
not entirely selfless. At the time of writing, eight journal articles 
had been produced based on this dataset (Lu et al. 2017; Cheng 
et al. 2018; Jiang et al. 2019; and others). Alibaba links to these ar-
ticles from the cluster webpage and encourages authors to notify 
them when an article is published. Each article analyses the data 
in different ways and delivers its own findings in terms of problems 
and possible improvements. As one paper observes: “researchers 
can study the workload characteristics, analyze the cluster status, 
design new algorithms to assign workloads, and help to optimize 
the scheduling strategies between online services and batch jobs 
for improving throughput while maintaining acceptable service 
quality” (Ren et al. 2018, 2). By releasing the data, Alibaba gets to 
draw on the expertise and training of dozens of computer scientists 
around the world. Their knowledge production provides valuable 
insights, which in turn may become folded back into day-to-day 
operations at the cloud company.

In this chapter, the Alibaba archive is explored through data vi-
sualization. Of course, data visualization itself is subjective rather 
than objective (Jurgenson et al. 1995). While it provides a way of 
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understanding information, it is a mediation rather than a direct 
translation, a method that reveals some things while obscuring 
 others. Decisions made by the designer concerning parameters, 
color, and form influence what is seen by the viewer (Kosara 2008). 
Nevertheless, these depictions can provide a productive way of ex-
ploring data and communicating dynamics in a visual rather than 
textual form. Data visualization can be particularly helpful in pre-
senting essential information in big data (Keim et al. 2013). Data 
visualization can draw out trends or relationships from the millions 
of data points in these vast repositories, which can often seem ar-
bitrary or formless. If these patterns are made clear by design, they 
are beneficial in initiating a broader discussion.

What are the aims of the present work and its broader interven-
tion? Certainly exploring the normally inaccessible operations of 
a real-world data center is of interest. Yet the intent here is not to 
improve data center efficiency by delivering a list of optimizations 
to be implemented. Indeed, the kind of quantitative performance 
testing carried out in computer science is a highly technical under-
taking requiring an engineering background. At the same time, this 
intervention doesn’t want to simply dismiss the notion of efficiency 
altogether, as might be the tendency when coming from a human-
ities or social science perspective.

Instead, the chapter uses data center infrastructures as a way 
to consider efficiency at both an operational and political level. In 
the first half of the chapter, I explore the complexity and contin-
gency that pervades the data center on a practical level, showing 
how, even on its own terms, these infrastructures fail to achieve 
the efficiency ideal. In the last half of the chapter, I move into a 
discussion that questions efficiency itself and the values, assump-
tions, and norms bound up with this ideal. In balancing these twin 
goals, the chapter wants to model a contribution that is technically 
aware yet also theoretically critical. Such an interdisciplinary ap-
proach seems increasingly apt for our contemporary moment where 
data infrastructures have become a site of significant political force 
(Rossiter 2017, Ruppert et al. 2017).

This chapter, to briefly signpost, consists of four sections. The 
first section establishes some context around efficiency in com-
puting and traces a brief history of the struggle to improve it. The 
second section steps through each data visualization, detailing the 
ways in which the data center fails to achieve the efficiency imagi-
nary. The third section touches briefly on the industry’s scapegoat 
for this inefficiency: human labor and incomplete automation. 
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And  the fourth section opens out to an extended discussion that 
questions efficiency more fundamentally. What does this framing 
device reveal, what does it obscure, and how might we critically 
understand efficiency within these machine-centric environments?

The Struggle for Efficiency

We begin by examining the data center industry according to effi-
ciency’s own terms. Seen through this particular lens, the industry 
has long struggled. Data centers consume vast amounts of energy 
in order to power and cool servers, which run around the clock 
without interruption. Indeed, the voracious appetite of data centers 
for energy is not slowing. One study estimated (Andrae and Edler 
2015) that data centers will use around 3–13% of global electricity 
in 2030 compared to 1% in 2010. Along with the obvious financial 
cost, the enormous environmental impact of this demand has in-
creasingly been recognized, even within the industry itself. Papers 
have begun to analyze and quantify the sustainability of data cen-
ters (Marwah et al. 2010). A more recent paper by computer science 
engineers (Uddin et al. 2015) admitted bluntly: “Data centers are 
key contributors of greenhouse gas emissions that pollute the envi-
ronment and cause global warming.”

One of the reasons for this inefficiency is that availability is 
all-important in the industry. Servers must be always-on and 
 always-running, allowing files to be accessed, services to remain 
online, transactions to complete, and queries to be returned. Qual-
ity-of-service contracts between data center operators and clients 
guarantee extremely high availability rates. “Three nines” (99.9%) 
availability, once the gold standard, has been ratcheted up in re-
cent years to four, five, or even six nines (Hatzenbuehler 2018). In-
deed, a coveted Tier IV rating—an enormously influential metric 
in the industry—is awarded only to those facilities which can ex-
pect a maximum of 20 minutes downtime per year based on their 
highly redundant infrastructure (Uptime Institute 2018). Interrup-
tions, whether caused by human error or natural disaster, must be 
avoided at all costs. Yet servers, while constantly draining energy, 
only spend a fraction of their time and resources carrying out work 
for clients. “Such low efficiencies,” admitted one industry insider, 
“made sense only in the obscure logic of digital infrastructure” 
(Glanz 2012).

One of the first widely adopted technologies for improving ef-
ficiency was the hypervisor. Gaining its name from being “the 
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supervisor of the supervisor,” hypervisors were actually created 
in the mid-1960s by IBM in order to test different “virtual ma-
chines” on the same hardware. At that time, institutions typically 
had a single mainframe that could only be used by one person at 
a time. Time-sharing and virtualization techniques aimed to by-
pass this limit, splitting up resources and allocating them to us-
ers (see Fano and Corbató 1966). From very early on then, as Hu 
shows in his Prehistory of the Cloud (2015), computing was fixated 
on reducing “wasted” time and “idle” computing cycles. Virtual-
ization partially addressed this problem by allowing “fixed units 
of labor and hardware to become mobile again” (Hu 2015, 62). Yet 
for several decades, hypervisors remained a niche implementation, 
only employed for high-end mainframes. It wasn’t until hypervi-
sors became available on commodity servers in the early 2000s that 
they became widely adopted in data centers. In late 2000, VMWare 
introduced its first server virtualization platform, followed by sub-
sequent versions over the next years that introduced new features; 
in 2003, competitor Xen released its own virtualization offering, 
followed two months later by Microsoft (Marshall et al. 2008, 4–7). 
Already by 2005, virtualization was being recognized as a “killer 
app” (Loftus 2005).

In essence, hypervisors provided flexibility, decoupling hard-
ware and software. A machine was no longer fixed as a Windows 
box with 8 GB of memory, for example. Instead, hypervisors could 
create multiple “virtual machines” on a single machine, each with 
its own operating system and allocation of resources. This ability 
allowed operators to combine multiple workloads onto fewer ma-
chines, improving efficiencies within the data center. For industry 
associations concerned with sustainability (Talaber et al. 2009): 
“Consolidation using virtualization is one powerful tool that can 
be applied to many data centers to drive up server efficiency and 
drive down energy consumption.”

Yet these measures were still not enough. In their 2009 book on 
“warehouse-scale computing” Google engineers Hoelzle and Bar-
roso quantified data center inefficiency. The engineers analyzed 
two clusters, each with 20,000 servers, over a two month period. 
The cluster with mixed workloads, including online services, was 
far from optimal in terms of efficiency. As the authors admit: “most 
of the time is spent within the 10–50% CPU utilization range,” with 
an average of only around 30% use (Hoelzle and Barroso 2009, 108). 
If Google was the most open in admitting to inefficiency, it is not 
the only case. One study on public clouds found that the average 
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utilization of ten Amazon Web Services servers was only around 
7% (Liu 2011). And recent studies based on the Alibaba cluster data 
put its utilization at less than 17% (Lu et al. 2017). This low level 
of activity is only compounded by the design of servers, which are 
engineered for a high use case. As the Google engineers explain 
(Hoelzle and Barroso 2009, 108): “This activity profile turns out 
to be a perfect mismatch with the energy efficiency profile of mod-
ern servers in that they spend most of their time in the load region 
where they are most inefficient.”

As data centers grew in both size and number over the next few 
years, their energy use came under increasing scrutiny. Rather than 
being merely an industry or academic concern, critiques began ap-
pearing in more mainstream avenues. A US News and World Report 
story in 2009 described data centers as “energy hogs,” pointing to 
their rapidly growing demands and raising concerns about rolling 
blackouts and greenhouse gases (Garber 2009). In 2012, the New 
York Times conducted a yearlong investigation into data center en-
ergy use. As part of the story they asked McKinsey & Company 
to analyze data center energy use. The firm found that “on aver-
age, they were using only 6 percent to 12 percent of the electric-
ity powering their servers to perform computations”; indeed, after 
compiling documents and conducting interviews, the journalists 
concluded that rather than the “image of sleek efficiency and en-
vironmental friendliness” that was usually portrayed, “most data 
centers, by design, consume vast amounts of energy in an incongru-
ously wasteful manner” (Glanz 2012). A Time report the following 
year (Walsh 2013) echoed these findings, warning that “computers 
and smartphones might seem clean, but the digital economy uses a 
tenth of the world’s electricity—and that share will only increase, 
with serious consequences for the economy and the environment.”

“The data center needs an operating system,” claimed Benjamin 
Hindman (2014) in a rather prescient and widely referenced arti-
cle for O’Reilly Media: “It’s time for applications—not servers—to 
rule the data center.”1 Hindman argued that the established under-
standing of the data center as a set of machines was fundamentally 
wrong. This mindset was encouraging developers to do the most 
logical thing when deploying their services—assign one application 
per machine. But as Hindman asked:

What happens when a machine dies in one of these static par-
titions? Let’s hope we over-provisioned sufficiently (wasting 
money), or can re-provision another machine quickly (wasting 
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effort). What about when the web traffic dips to its daily low? 
With static partitions we allocate for peak capacity, which 
means when traffic is at its lowest, all of that excess capacity 
is wasted. This is why a typical data center runs at only 8–15% 
efficiency.

For Hindman, hardware still dictated data center operations, im-
posing a machine-by-machine architecture that prevented it from 
performing to its true potential. This inflexibility was producing 
inefficiency. Instead, storage and processing capacity should be 
understood and managed as fluid resources. Compute should be 
malleable, able to be rapidly redeployed as needed. In essence, 
Hindman’s vision consisted of two steps: “Pool together the ba-
sic compute resources from multiple data center clusters into a 
single virtual infrastructure. Then distribute scalable workloads 
throughout that pool and continually manage them for efficiency” 
(Fulton 2017).

Bringing this rhetoric down to earth somewhat, Hindman’s “data 
center operating system” was a container cluster manager. Rather 
than isolated machines running individual software, the clus-
ter manager functions as a kind of conductor, orchestrating their 
scheduling and execution of all the workloads and services running 
on a cluster (Fulton 2019). On a technical level, rather than hypervi-
sor-based virtualization, it was container-based virtualization (see 
van Kessel 2016). Hindman’s own product, Mesos DC/OS, joins 
a marketplace of other container cluster managers like Docker 
Swarm and Kubernetes. The latter, while now widely adopted by 
companies and a developer community, is an open-source version 
of Google’s own cluster management tool that it had used in-house 
for years (Verma et al. 2015; Burns et al. 2016).

Alibaba also runs its own cluster management system, which 
consists of agents and schedulers. In 2015, in an effort to increase 
efficiency, the company came up with a plan to combine two types 
of jobs into the same cluster. Broadly speaking, jobs in the data 
center can be divided into two types. First, there are online ser-
vice jobs. These are consumer facing and so often require low la-
tency in order to function and feel responsive. For instance, this 
might be an e-commerce service that processes the credit cards of 
shoppers. These services are not typically processor intensive, but 
must remain continually on and constantly available, maintained 
around the clock. Their use will vary greatly, from a trickle of users 
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to massive spikes in demand, requiring the ability to swiftly expand 
and grab more resources like storage and processors. Indeed, the 
millions of online transactions during the “Double 11 Global Shop-
ping Festival”—a major e-commerce event that now dwarfs Black 
Friday and Cyber Monday—provide one of the acid tests for these 
kinds of online service jobs.

Second, there are offline batch jobs. These are typically about 
processing information rather than providing a service. For this 
reason they are not consumer facing, nor time sensitive in the same 
way. Indeed, sometimes these are run as “nightlies,” leveraging 
down time overnight in order to be available the next morning. 
These often take the form of highly processor intensive tasks: data 
mining of massive datasets, machine learning applications, large 
scale computing, and so on. To accelerate the completion of these 
jobs, the cloud can leverage parallel computing frameworks, where 
tasks are split into smaller subtasks, farmed out to many machines 
simultaneously, and then assembled back together again.

Typically these two types of jobs have been placed on separate 
clusters, or groups of machines. Yet if this separation was clean and 
straightforward conceptually, it was highly inefficient in terms of 
utilizing data center resources. A cluster dedicated only to offline 
batch jobs, for instance, would require cooling and power through-
out the entire day, but might only be carrying out “real work” for 
a small portion of that time. Conversely, online services might not 
be using all the resources provisioned to them; this spare capac-
ity could potentially be sunk into processor-intensive offline batch 
jobs. Both financially and environmentally, then, this architec-
ture contributed toward significant wastefulness and a misuse of 
resources.

Co-allocation strives to remedy this problem. The basic concept 
is that both job types are allocated to the same cluster, allowing 
resources to be used where and when they are needed. Rather than 
sitting idle and draining power, machines should remain active, 
moving back and forth between offline and online jobs as needed. 
Co-allocation deploys “latency-insensitive offline batch computing 
tasks and latency-sensitive online services in the same batch of ma-
chines in Alibaba data centers,” explains a page on Alibaba Devel-
oper (2019); in doing so, “idle resources not being used by online 
services can be used offline to improve the overall machine utiliza-
tion rate.” The next section steps through each data visualization in 
order to examine the successes and failures of this vision.
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Visualizing (In)efficiency

The first image (Figure 3.1) shows 1,200 servers over the course of 11 
hours, with each server represented by a single line. Every five min-
utes, the load of each server is polled. Load, in essence, is a figure 
expressing how many processes are waiting in the queue to access 
that server’s processor. When the line spikes upwards, it indicates 
the server is under high load; when it dips down, the server’s load is 
low at that point in time.

Looking across the image, what stands out is the many lines that 
almost perfectly mirror each other. Many lines follow the curves 
and undulations of the slopes above or below them. This pattern 
can be seen in the middle third of the image in particular. These 
matched lines show machines under a similar load pattern over the 
course of a day. This suggests that this group of machines has been 
assigned the same task—they are carrying out the same job for the 
same company. Rather than 1,200 individual machines, we see here 
the extent to which processing in the data center is coordinated.

This insight resonates with broader changes in the data center 
industry. While some data centers do host dozens of smaller com-
panies, it is the hyperscalers—companies like Facebook, Google, 
and Amazon—that are understood to be driving growth. Tech gi-
ants may rent out entire floors of a data center, occupying much 
of its capacity with their outsized square footage and energy de-
mands. “Only five years ago you felt a 250,000 sq ft building with 
10MW was a lot” recalled one industry insider (Judge 2019), “now 
we may do a lease for 36MW for one client, and they’ll take it in six 
rooms.” Indeed, data centers actively pursue these kinds of “anchor 
tenants” for the guaranteed business and stability they provide.

The second image (Figure 3.2) draws upon the same dataset of 
1,200 machines over 11 hours, but focuses on memory utilization. 
Each server contains a certain amount of total memory. As a job 
is executed, this memory fills up with the data and instructions re-
lated to the job. Memory usage is one indicator of the intensity of 
processing required to carry out a job. Processing a few fields like 
name and credit card for an online payment, for instance, would 
only take a tiny portion of memory. In contrast, sorting millions 
of rows of a database or transforming hours of video would be a 
highly memory-intensive job. Visually, this image takes the form 
of a heat-map. Hotter colors like yellow and orange indicate mem-
ory usage closer to 100%, while cooler shades of purple represent 
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Figure 3.1 Server usage over 12 hours, with each line representing a server.
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low memory use (white rectangles in this image indicate gaps in the 
data for small moments of time).

Looking down the image, an uneven pattern immediately be-
comes apparent. On the one hand, we see a significant number of 
machines with hot colors throughout the 12 hours period. Oscil-
lating between orange and yellow, these machines are almost con-
stantly occupied with jobs that push their memory limits. Yet on 
the other hand, there are huge blocks of machines that remain pur-
ple or even black throughout the entire day. These machines are 
switched on—drawing power and costing the data center money—
but are not carrying out any work for clients. According to the logic 
of efficiency, they are wasting resources.

This uneven performance in the Alibaba cluster has been pointed 
out by other researchers. In their paper, Lu and his co-authors 
(2017) described an “imbalance in the cloud.” This consists first in 
Spatial Imbalance. Ideally, the work scheduler would use all of the 
machines—the full “space” of computing resources—equally. Yet, 
echoing the finding above, the authors noted the “heterogeneous 
resource utilization across machines and workloads” (2802). In 
other words, some machines are constantly churning, while others 
lie almost dormant for the entire day. Second, the authors noted a 
Temporal Imbalance, with “greatly time-varying resource usages 
per workload and machine” (2802). As will be shown in the next 
image, some jobs require minutes or even hours, while others take 
less than a second. Finally, the authors observed the “Imbalanced 
proportion of multi-dimensional resources (CPU and memory) 
utilization per workload” (2802). Jobs tend to drastically over-re-
serve resources like the processor and memory, only to use a tiny 
proportion of their allocated amount when they are actually run. 
More accurate estimates would leave more computation resources 
available, allowing other jobs to take up these resources and be 
completed.

The third image (Figure 3.3) shows the particular CPUs assigned 
to jobs over the 12 hour period. CPU is short for central process-
ing unit, and can be understood colloquially as the brains of the 
machine, the core component that carries out calculations. In this 
cluster, a job can be assigned to any one of 64 total machines, rep-
resented by 64 lines from left to right. In practice, jobs are typically 
assigned to four or eight CPUs at a time, indicated by four or eight 
lines next to each other. By scrolling down the image, we can see the 
ways in which jobs are allocated throughout the day.

While the resulting image is rather complex, the key point here 
is that Alibaba’s allocation system is attempting to balance CPU 
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Figure 3.2  Heat-map visualization of memory usage over time, with one 
row per machine.
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Figure 3.3  (detail). Visualization showing which of the 64 CPUs are 
 assigned to each job.
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use across the cluster. A perfectly load balanced cluster strives to 
equally allocate jobs, giving new jobs to unused CPUs—in this vi-
sualization, to never have repeating lines. However, scrolling down 
the image reveals a number of thick black repeating lines, showing 
where the same group of CPUs has been selected over and over to 
carry out each new job. As this group is repeatedly hit with new 
work, we could assume that its temperature rises and more cooling 
is needed, requiring in turn more energy. This trend becomes acute 
at the very end of the day (the bottom of the image), where long 
black squares show how CPUs #44–#64 are repeatedly pummeled 
by new jobs, while the rest of the CPUs in the cluster go entirely 
unused.

The fourth image (Figure 3.4) focuses on the timing and duration 
of tasks that machines carry out. Over the same 12 hour period, 
this production cluster carried out around 13,000 tasks. The data 
provided by Alibaba logs when the task began and when it was 
completed. Visually, each task is depicted by a colored line, with 
the entire image representing a timeline of the day moving from left 
to right.

Here, as mentioned above, we can witness the temporal imbal-
ance pointed out by Lu and colleagues. The red line near the top, 
for instance, displays a task that takes several hours to complete, 
while the blips and dots that punctuate the image indicate jobs that 
last only seconds. Of particular note is the task “waterfall,” the cas-
cade of lines that occurs toward the end of the day. Looking down 
the image, an almost identical cascade can be seen in the same pe-
riod over and over again. As discussed in the first image, this se-
quence of short tasks is a highly coordinated level of processing, 
suggesting a single client with nearly identical jobs to be completed.

The fifth image (Figure 3.5) focuses on the status of 1 million 
Alibaba instances over time. Each pixel is one instance. Ready and 
Waiting instances are displayed in gray, Running in green, Termi-
nated and Failed in red, and Cancelled and Interrupted in orange. 
While green dominates the image, indicating that most instances 
complete with no issues, a number of red and gray dots also show 
that waiting and failed instances are not uncommon.

The sixth and final image (Figure 3.6) is a relatively technical 
interrogation. MPKI is short for missed-predictions-per-thousand 
(k)-instructions. This industry metric refers to the ability of a pro-
cessor to carry out branch prediction. To achieve optimal pro-
cessing, this number should be as close to zero as possible, with 
no missed predictions. Visually, the color scheme here ranges from 
blue to pink, using a scale of 0–20 MPKI. Certainly the sea of blue 
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Figure 3.4  (detail). Gantt-style display of the timing and duration of tasks 
over a 12 hour period.
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in the image indicates very low misses and high processor perfor-
mance. Yet the dappled pink dots interspersed throughout show 
that processing is not perfect, and up to 20 predictions per 1,000 
can be missed at times.

Alibaba’s vision was to increase efficiency through co-allocation. 
Efficiency here, as elsewhere, would entail a smooth, ceaseless pro-
ductivity, where disruption of any kind would be avoided. In her 
book-length study on the history of efficiency, Jennifer Alexander 

Figure 3.5  The status of 1 million instances, with color indicating comple-
tion, waiting, or error.
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Figure 3.6  Displays the “perfection” of processing gauged by the level of 
missed-predictions-per-thousand instructions.



Efficiency and Waste 43

(2008, 163) defines the ideal of efficiency as “a process fully un-
derstood and fully predictable, disrupted neither by unknown 
movements nor by particular or unique ones.” Depending on the 
industry, such disruptions may take the form of a mechanical 
failure, an unruly child, or an unforeseen natural disaster. These 
disruptions emerge from unwanted developments or unexpected 
catastrophes, from “externalities” that interrupt the seamless op-
erations that are desired.

Perhaps one of the most striking dynamics observed in these im-
ages, then, is the way that work itself disrupts efficiency. Work on 
a data center cluster, as discussed earlier, takes the form of jobs 
and tasks. Certainly these can all be completed on the “universal 
machine” of the computer servers. Yet far from being homogenous, 
the visualizations above together demonstrate the highly heteroge-
neous nature of these jobs. Some require hours to calculate, others 
a few seconds. Some are computationally intensive, while others 
use a fraction of their allocated memory. Some must respond “in 
the moment” to customers; others are offline batches, free to run 
overnight. Alibaba attempts to allocate these jobs to the cluster, but 
these highly diverse forms of work essentially stretch the scheduler, 
they introduce resource conflicts, and they overwhelm its ability to 
efficiently orchestrate work.

Several papers examining the Alibaba dataset have recognized 
the disruption this work causes, even if they are framed in the more 
technical language of computer science. One of the first analyses 
argued that the co-allocation approach creates a number of fun-
damental imbalances across the cluster. “Such imbalances exacer-
bate the complexity and challenge of cloud resource management, 
which might incur severe wastes of resources and low cluster utili-
zation” (Lu et al. 2017). After analyzing the cluster data, Ren and 
co-authors (2018) similarly concluded that: “Unavoidably, deploy-
ing multiple applications to share resources on the same node will 
cause contentions and performance tilt.” The mixture of two job 
types, as Jiang et al. (2019) observe, results “in scheduling complex-
ity and interferences among online services and batch jobs.” The 
divergence of these tasks introduces a degree of contingency into 
the system that cannot be anticipated nor managed. In doing so, 
these jobs frustrate the control necessary for optimal productivity. 
Work itself proves disruptive to efficiency.
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Inhuman Efficiency

In data center rhetoric, there is a clear figure responsible for these 
inefficiencies—the human. The data center has become a highly 
complex environment, with countless tasks, each with their own 
demands, running across hundreds or even thousands of ma-
chines. Yet the prioritization and execution of jobs are still deter-
mined manually, for example via rulesets set out by the operator 
or on a case-by-case, cluster-by-cluster basis. Pundits have begun 
to deride this practice as antiquated or even artisanal. These are 
“hand- edited algorithm schedules” (Nelson 2019) or a “hand-rolled 
container stack” (Wells 2019). For critics, this traditional approach 
requires significant amounts of tedious work. This work cannot be 
carried out by anyone, but requires the expertise of a highly trained 
(and highly paid) individual. Clients need to be considered, job pat-
terns understood, and underlying resources properly leveraged. As 
Mao et al (2019) acknowledge, “workload-specific scheduling poli-
cies that use this information require expert knowledge and signifi-
cant effort to devise, implement, and validate.”

While human labor is expensive and time-consuming, the larger 
problem for these commentators is that it is fundamentally ineffec-
tive. Human engineers cannot adequately grasp the complexities 
of the data center and the myriad variables around jobs, resources, 
and priorities. As one commentator observed: “Unfathomable per-
mutations for humans in the manually edited scheduling can in-
clude the fact that a lower node (smaller computational task) can’t 
start work until an upper node (larger, more power-requiring com-
putational task) has completed its work” (Nelson 2019). When hu-
mans undertake this work, they produce task schedules that are 
straightforward to understand but ultimately inefficient. Often 
based on observation and trial and error, they are “clever heuristics 
for a simplified model of the problem” (Mao et al. 2016, 50). In fol-
lowing this schedule, computable resources lie underutilized even 
as they continue to drain power and require cooling.

A new array of automated solutions have begun to encroach 
on this space. In 2014, “Tetris” drew from a parallel problem of 
bin packing, “packing” jobs as tightly as possible and adaptively 
learning task requirements as it went (Grandl et al. 2014). In 2016, 
“DeepRM” drew more specifically from machine learning tech-
niques; after training it began holding back large jobs to make 
room for soon-to-arrive smaller jobs, a sophisticated strategy that 
was learned automatically (Mao et al. 2016, 55). These precedents 
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culminated in “Decima,” a neural net-based approach that auto-
matically learns how to optimally allocate workloads across thou-
sands of servers (Mao et al. 2019; see also Matheson 2019). Echoing 
the human-as-problem rhetoric above, commentators noted how 
“Decima can find opportunities for [scheduling] optimization that 
are simply too onerous to realize via manual design/tuning pro-
cesses” (Nelson 2019). 

For industry proponents, then, efficiency is an important problem 
best tackled by machines. Indeed, the shift to containerization sug-
gests that these issues are not so much beyond humans as beneath 
them. While these problems are complex, they are also mundane 
and low level, not worth attending to. In an interview, Hindman 
compares the advent of these virtual containers to the advent of 
virtual memory. Memory was once a scarce resource that was also 
allocated “by hand,” with programmers manually tracking where 
variables and datasets were stored. If this granted total control, it 
was also highly time-consuming and required meticulous attention 
to detail. Virtual memory not only abstracted away hardware mem-
ory but also allowed it to be pooled and managed automatically. In 
the same vein, data center operating systems and container man-
agers abstract away servers and their low-level specifics. “Contain-
ers encapsulate the application environment” asserts Burns et al 
(2016), “abstracting away many details of machines and operating 
systems from the application developer and the deployment infra-
structure.” In this vision, developers and engineers should not have 
to worry about trivial details like individual machines and their 
hardware resources. Instead, compute should be flexible, automati-
cally adapting to the requirements of any given task and efficiently 
carrying it out. As Hindman’s interviewer (Hindman 2015) con-
cluded: “People are going to have to get over their own ‘perceived’ 
expertise and let computers do stuff that they’re good at.”

According to this imaginary, what humans are good at is strate-
gizing, innovating, and creating. Not only are these tasks difficult 
to automate, but they are the kind of high-level cognitive labor that 
disrupts incumbents, invents services, and opens markets, generat-
ing more sustainable and profitable value. These technologies carry 
out a double move: designating efficiency as a low-level machinic 
problem “frees up” the human to concentrate on more “meaning-
ful” and “productive” work. “It is for reasons of productivity that 
the cloud is designed to remove infrastructure from sight,” notes Hu 
(2015, 62), “so that its users can focus on higher-level applications—
namely, more ‘useful’ jobs that lift users from the factory floor and 
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toward the noble air of the knowledge economy.” In this sense, 
the technology sector dovetails neatly into a broader program of 
neoliberal capitalism (Boltanski and Chiapello 2017), where indi-
viduals are liberated from mundane labor in order to create more 
inspired and entrepreneurial forms of value.

Questioning Efficiency

Taken together, the data visualizations above demonstrate that—
despite the best efforts of data center engineers over several years to 
schedule jobs and allocate resources in an optimal way—inefficien-
cies remain significant. Yet more fundamentally, we might ask why 
efficiency is the frame we are offered to understand these technical 
(but always also social and political) systems. What work does this 
frame do, what does it show and hide, and how might we question it?

On an immediate level, efficiency provides a powerful para-
digm, establishing a problem, a goal, and a clear path forward. As 
 Wajcman notes (2015, 178), efficiency slots into a broader frame-
work “in which technical rationality both defines political prob-
lems and provides the solution.” Efficiency points out the “waste” 
of energy, the glut of time, the misuse of resources. If these are the 
issues, then the solution becomes equally concrete: become more 
efficient. Computer scientists and software engineers are good at 
efficiency. Current performance can be quantitatively tested, pro-
viding a baseline. Every possible optimization—newer hardware, 
innovations in software, advanced schedulers—can then be mea-
sured against this benchmark. Improvements are retained; unsuc-
cessful experiments are discarded. The result is an incremental but 
steady advancement, a sense of verifiable progression. These gains 
can then be touted in trade journals or in the press releases of hy-
perscalers like Google, Amazon Web Services, or Alibaba itself.

One of the key strengths of efficiency is its flexibility. While Ali-
baba’s data center clusters are the focus here, the efficiency imper-
ative might equally be applied to a supply chain, a civic initiative, 
or a public transport network. Efficiency is reflexive, hermetic even, 
positing an enclosed system and measuring itself by its own inputs 
and outputs. The general concept of efficiency, explains Jennifer 
Alexander (2008, 165), enabled “the assessment of almost any ac-
tion or process on the basis of the same units and qualities it had 
started with and nothing else.” Efficiency always points back to it-
self, aiming to accomplish the same task faster, or with the use of 
less resources, or at vaster scales. In this sense, efficiency is content 
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agnostic. It can serve as an envelope for any process, from any 
 industry. Efficiency is an off-the-shelf vision, already embedded 
with values, milestones, and regimes of measurement, that can be 
applied to anything.

However, if efficiency offers an enticing frame, it is also a particu-
lar one. In imposing a new, overarching set of values, efficiency sup-
presses alternative ways of understanding it. Alibaba never speaks 
about the specifics of their data center operations—the data being 
harvested, the capital being funneled, the personal information be-
ing onsold—but only observes that these processes could be more 
efficiently managed. In this sense, efficiency acts as a wrapper, 
shrouding original values and norms. As Feenberg (1996, 53) notes, 
moral and ethical outcomes are “occluded rather than revealed by 
the application of technical norms.” Efficiency is an apolitical enve-
lope that obscures the politics of systems and processes. Feenberg 
(1996, 54) stresses that “considerations of efficiency are invoked to 
remove issues from normative judgment and public discussion.” 
Former qualms are rendered irrelevant; a new set of metrics for 
measuring success is introduced. Efficiency is strategic in fore-
grounding technical rationality while sidelining messier questions 
around labor and capital, inequality and sociality, privacy and the 
public good.

Indeed, one of the red threads running through social science 
critiques of efficiency is this idea that efficiency both highlights 
and obscures. Efficiency is a powerful conceptual frame, admits 
 Lutzenhiser (2014, 143), but precisely because it “seems to illumi-
nate the world so clearly... other aspects seem to disappear.” Effi-
ciency makes sense of the world, yet simultaneously marginalizes 
other perspectives. Efficiency literature is dominated by narrowly 
focused “techno-economic approaches” that fail to account for its 
complex contexts and societal tradeoffs (Dunlop 2019). Because of 
this, many sociological critiques reiterate the same point: (energy) 
“efficiency tends to obfuscate wider societal issues—specifically 
those concerning energy justice, environmental and philosophi-
cal concerns” (Dunlop 2019, 8). As STS scholar Langdon Winner 
(1980, 256) once asserted, to focus solely on efficiency is to miss “a 
decisive element in the story.”

What does efficiency obscure? On an immediate level, it obscures 
the target of efficiency. What is being made more efficient, for whom, 
and to what end? In the data center industry as well as the broader 
technology sector, these questions are often never asked. It is axi-
omatic that PUE (power usage effectiveness) ratios should continue 
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to drop, that new techniques for maximizing power and cooling 
should be welcomed, and that “better” schedulers and software 
should be embraced. Viewed through the framing of efficiency, the 
data center industry appears to be improving every year. Progress 
is being made. Yet again this view is highly insular, neglecting to 
consider the aims and intentions of these processes. What is being 
done is irrelevant; all that matters is that it is done faster and with 
less resources. It is efficiency stripped of any  context—efficiency 
for efficiency’s sake.

Against this bracketed view, we can consider what these data 
infrastructures accomplish and what the sociopolitical impacts 
of these operations are. Without a doubt, the largest and fastest 
growing data center segment are the “hyperscale” (Miller 2019) 
companies mentioned earlier, tech giants such as Google, Am-
azon, Facebook, Apple, and Alibaba who either construct their 
own massive facilities or rent and manage floors of space from ex-
isting providers. These platforms and services are based upon an 
invasive and exploitative business model, where user data is har-
vested, assembled, packaged, and then sold onto third-party ad-
vertisers (Pasquinelli 2009; Fuchs 2014; Morozov 2014; Srnicek 
2017). As Scholz (2016) argues, these entities “insert themselves 
between those who offer services and others who are looking for 
them, thereby embedding extractive processes into social interac-
tion.” Alongside their consumer-facing services, companies like 
Google and Facebook have invested heavily in machine learning 
architectures, where data is mined in order to produce more inva-
sive insights into consumers (Metz 2016). These dynamics produce 
a highly asymmetric internet, where users offer up their personal 
data for access into the “walled gardens” offered by a handful of 
tech corporations. Underpinned by data center processes, these 
environments are “predicated upon an unprecedented intensifica-
tion of extractive dynamics and related processes of dispossession” 
(Neilson and Mezzadra 2017). With this in mind, making the data 
center more efficient equates to making these exploitative processes 
faster and less resource-intensive. It means “packing” this work in 
more sophisticated ways, allowing more work to be accomplished. 
In effect, it means an optimization of extraction.

Efficiency, then, is not an end to itself, but must be understood 
in relation to what is being made efficient. As Winner (1980, 121) 
stressed, these technologies should be judged “not only for their 
contributions to efficiency and productivity and their positive and 
negative environmental side effects, but also for the ways in which 
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they can embody specific forms of power and authority.” The cap-
ture of data, the extraction of social processes, and the funneling 
of capital carried out by hyperscale companies are problematic, if 
not pathological. In this sense, efficiency is neither apolitical nor 
objective, but rather deeply intertwined with the values, norms, and 
visions of those it services.

More broadly, efficiency aligns with capitalism and its impera-
tive of productivity. There is a long lineage of criticism wary of ef-
ficiency and the exploitative potential of machinic regimes. Marx 
recognized the double-edged nature of efficiency—more efficient 
machines pressured the laborer to keep up, to maintain the pace 
and intensity of work. While output would be increased, the ex-
ploitation of the laborer and the toll on her body would also in-
crease (Marx 2004, 829–830). For Ellul (1967, 188), individuals were 
subordinated to technical progress and its all-consuming “calcu-
lus of efficiency.” Similarly for Ivan Illich (1973, 10), machines re-
moved the creativity and autonomy necessary for fulfilling labor, 
enslaving men. For Wajcman (2015, 162), efficiency is a “dominant 
engineering approach” that attempts to save and order the time of 
social life. (For a survey of similar critiques, see Zoellich and Bisht 
2018.) These critiques caution against efficiency, its economic log-
ics, and its obsession with productivity. They worry that human life 
will become diminished. Filtered through this starkly quantitative 
lens, the richness of human sociality, language, and labor will be 
reduced to a set of inputs and outputs. Popular literature has picked 
up these critiques in simplistic ways. To resist these stressful, de-
structive regimes, we need to waste time (Lightman 2018), learn to 
do nothing (Odell 2018), and step back and slow down (Jonat 2018). 
Inefficiency should be embraced.

Yet if these concerns are understandable, they are also en-
trenched in a history of human-centered labor. How might Aliba-
ba’s facility challenge these understandings? Can wasted machinic 
time really still be theorized through Taylorism? Can an “idle” 
machine still be understood through a Weberian critique of work-
ethic? The Alibaba compute cluster is a pool of machines where 
jobs are assigned and completed, manipulating, transforming, and 
processing data, until each task is complete. While engineers may 
function at the edges of this regime, checking services and main-
taining hardware, this labor is decidedly machine-centered rather 
than human-centered.

Indeed, one of the clear pushes of the data center industry is to 
more comprehensively automate these facilities. Systems should 
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carry out predictive maintenance and algorithms should automat-
ically control cooling, forming an auto-healing, auto-optimized 
environment (Miller 2019). These initiatives move toward the 
compelling vision of the “lights out” data center (Donoghue 2017; 
Carlini 2020). In this dream, on-site staff, even now typically just a 
handful of workers, will no longer be necessary. Server maintenance 
can be automated or completed remotely. The vestigial human and 
the concession to her vision can finally be jettisoned. Operations 
run smoothly and incessantly in the dark.

Of course, this is not to claim that a machine-centric shift re-
solves the issue of efficiency. Critique is still necessary, and as the 
data center and its role proliferates, attending to the processes at 
the heart of these environments, as noted above, will become even 
more urgent. It is simply to note that the question of efficiency in 
this machinic realm feels like a different kind of question. Here, 
theorizations based on 19th- and 20th-century human-centric la-
bor regimes begin to fray at the edges. Arguments based heavily 
on efficiency impinging human creativity and autonomy start to 
unravel. What is needed is a critical media theory grounded in a 
rich lineage of social theory, yet also aware of the promising possi-
bilities ushered in by these technical architectures and operations.

Visualizing Alibaba’s cluster dataset provides insight into the 
operations and contradictions at the heart of the data center. Data 
center efficiency, centering around machine utilization rates, has 
long been an acknowledged problem in the industry. Alibaba’s 
vision of co-allocation aimed to address this issue by combining 
online and offline jobs. However, as the data visualizations demon-
strated, this move introduces new forms of complexity. Jobs are 
highly heterogeneous in their durations and demands, creating dif-
ficulties in scheduling and conflicts in allocation. Work itself proves 
to be a disruption to efficiency. For the industry, this complexity 
confirms that efficiency is an issue for machines, driving automated 
schedulers and new layers of abstraction that allow operators to de-
vote themselves to more productive and “high impact” labor. After 
exploring these dynamics, the chapter questioned the framing of 
efficiency itself. While efficiency can be justified on an economic 
and environmental level, its merit is often assumed. Efficiency in-
troduces a particular framing, defining a problem, establishing a 
goal, and offering a compelling road map to achieving it. Yet if effi-
ciency is clarifying, it is also obfuscating, bracketing out alternative 
ways of understanding these sociotechnical systems. As hyperscale 
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companies dominate data centers, what is being made efficient are 
operations that are often exploitative and invasive. Efficiency, then, 
should certainly be critiqued and questioned. Yet to merely valorize 
inefficiency is to all-too-quickly fall back on comfortable tropes. 
As the data center grows in significance while de-centering human 
labor, it becomes important to develop a critical theorization of 
efficiency attuned to the new conditions of this machine-centric 
future.

Note
 1 The same phrase—“The Datacenter Needs an Operating System”—

actually appears in an earlier 2011 conference paper by Zaharia and 
Hindman, along with several co-authors.
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On a normal Tuesday morning at Netflix, senior engineer Nora 
Jones sets up a new experiment. Normally, latency—the time taken 
for a user request to be returned by the server—hovers under the 
20 millisecond mark. However, bringing up ChAP, their “chaos en-
gineering” tool, Jones dials it all the way up to 600 milliseconds, 
a massive delay that might occur during a traffic spike, or when a 
user’s internet connection was temporarily disrupted. Once con-
figured, the experiment is run, inducing crashes and errors, and 
highlighting a number of vulnerabilities in existing services. Yet for 
Jones, this was assumed. Her job is about identifying the “chaos 
that’s already inherent in the system, and being able to engineer 
around that” (Jones 2018).

Despite locating weaknesses, Jones does not send a patch re-
quest immediately. Instead, she meets with the development teams, 
pointing out these issues in order to “capture the learnings from 
vulnerabilities” (2018). She wants to know what went wrong from 
an information architecture point of view, but also what were the 
human assumptions that lead to this decision in the first place. Key 
for resiliency at the company is identifying the “culture” of non-re-
siliency, the intermingling of thought and practice that was too 
cavalier, too secure, or simply too misinformed. These employees 
failed to see failure as inevitable. Yet during the meeting, there is 
no blaming or rule-enforcing. After all, the goal of perfection, of 
resolving every issue and weeding out every error, is an impossible 
one. Instead, as Jones stresses (2019), “the goal is to push forward 
on a journey of resilience through the vulnerabilities we find.”

Jones and her chaos engineering tool are one small example of a 
shift, a transformation not just in informational architectures, but 
in the broader paradigm of how systems of governance should best 
operate. This is a paradigm with a particular vision and significant 
stakes, a framework for how states and subjects should approach 
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crises that increasingly threaten lives and livelihoods. Drawing 
together emerging infrastructural technologies and practices with 
resilience and governance theories, this chapter examines that shift 
through the lens of the data center. 

The argument proceeds section by section. “Reinforced Infra-
structures” outlines how data centers have been traditionally un-
derstood as reinforced architectures capable of defending against 
any attack. However, this inefficient approach is increasingly being 
rethought. “From Reinforcement to Resiliency” sketches the his-
torical evolution from a model of reinforcement to a more flexible, 
ecologically inspired model of resilience. “Resiliency through Fail-
ure Design” and “Resiliency through Autonomous Automation” 
demonstrate how this model of resilience is implemented in the 
data center through failure-by-design and automated adaptation. 
Finally, “Infrastructures as Operational Imaginaries” introduces 
the term operational imaginary to suggest that these infrastruc-
tures provide a broader blueprint for governance, a vision for the 
future that derives power from its materiality and functionality in 
the present.

These infrastructures operationalize key motifs of resilient-think-
ing, but also point beyond themselves, offering working models for 
coping with fundamental political and environmental uncertainty 
and suggesting how the contingency inherent to life might best be 
encountered, embraced, and adapted to. By remaining attentive to 
such infrastructures, we gain a more nuanced understanding of how 
resilience operates and what it seems to offer, critical insights into 
a mode of thought that has risen to become a dominant paradigm.

Reinforced Infrastructures

“Indestructible operations,” stressed one data center engineer, “are 
the ultimate targets of all data centre designs” (Haag 2019). In this 
view, the data center is an impervious object, barricaded against 
threats, that can maintain operations while successfully repelling 
disasters, attacks, and failures. The goal is to keep going no mat-
ter what, an imperative that data center company Vertiv signaled 
with its new slogan: Continuity Architects. In the data center in-
dustry, the gold standard of high availability is “3 nines,” or uptime 
of 99.9%. Indeed, the enterprise class data centers that underpin 
the operations of technology giants like Google, Facebook, China 
Mobile, and Aliyun must achieve uptime of 99.995%, a figure that 
equates to just 26.3 minutes of downtime over the course of an 
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entire year (Colocation America 2019). Such high availability, the 
understanding goes, can only be achieved by doubling critical sys-
tems and locking out threats. Functionality is maintained through 
fortification.

In a 2017 paper, media scholar Tung-Hui Hu followed this fram-
ing. “Data centers,” he suggested, should be “understood as a form 
of infrastructure designed to sustain itself at all costs” (Hu 2017, 
85). Data has become a vital asset which must be secured against 
the ravages of the future. Indeed, Hu (2017, 85) suggests that “data 
centers offer a fantasy of indefinite preservation: there is a family 
resemblance between cold storage for data and cryopreservation.” 
As a valuable asset, data becomes vulnerable to a whole range of 
potential threats, from natural disasters to nuclear war and cyber-
terrorism. Given these conditions, infrastructures become critical 
strongholds, safeguarding their contents by resisting the onslaught 
from the outside. Data centers, Hu (2017, 85) concludes, “embody 
the paranoid’s architecture of internal security and external threat.”

Driven by these anxieties, the architecture of the data center can 
certainly be understood as one which must reinforce itself against 
threats, whether real or imagined. First, data centers are reinforced 
against failure in the form of redundancy. Axiomatic in the indus-
try is that single points of failure are unacceptable. Every primary 
critical system must be supported by other systems, preferably one 
that is physically or infrastructurally isolated from the first. This is 
the logic of N+1 redundancy, which ensures that operations con-
tinue without service interruption. In case of power failure, banks 
of uninterruptible power supplies (UPSs) provide backup electric-
ity, while basement cooling plants ensure servers do not overheat. 
In fact, UPS systems are only a temporary measure while massive 
diesel generators are starting up. The MEGAPlus data center in 
Hong Kong, for instance, features multiple underground fuel tanks 
with a total capacity of 120,000 liters (SUNeVision 2019). Uptime 
Institute’s Tier Classification System, an enormously influential 
rating in the industry, evaluates data centers primarily by their 
infrastructural redundancy. To qualify for Tier III and Tier IV, 
data centers must demonstrate their “operational sustainability” 
through systems that “have an effective life beyond the current IT 
requirement” (Uptime Institute 2018). A Tier IV design requires 
double the infrastructure of a Tier III design. Flagship data centers 
like Digital Realty, for example, feature 2N redundancy. Critical 
systems such as electricity are doubled in the form of “feeds from 
separate substations diversely routed to ground floor substations” 
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(Digital Realty 2017). From water to cooling to electricity, the per-
fectly redundant data center is designed from the beginning with 
far more resources than required to sustain it.

Second, data centers are reinforced against external threats. Ex-
posure to natural threats such as fire, flood, or tsunami can be mini-
mized by the choice of site location. In this regard, former Cold War 
bunkers such as Bahnhof Pionen in Sweden or the “nuke proof” 
Iron Mountain in the United States predominant in the minds of 
both the public and infrastructural scholars (Jakobsson and Stiern-
stedt 2012; Veel 2017). Yet on a more prosaic level, data center pro-
motional literature often acknowledges the importance of the site, 
explaining why this particular location was chosen. A spec sheet for 
the flagship data center MEGAPlus, for instance, stresses that al-
though it is on a peninsula in Hong Kong, it is on the far side, “away 
from the seafront” and “not in a flood zone” (SUNeVision 2019). 
Along with natural threats are human threats. At another data cen-
ter, external measures like hydraulic bollards, security guards, and 
crash-proof barriers are designed to thwart vehicle attacks on the 
building itself, while internally, man traps, anti-tailgating devices, 
and two-factor authentication attempt to secure server rooms from 
unauthorized entry (Equinix 2015). If these features are designed 
to blend seamlessly into a contemporary office environment, they 
nevertheless continue the longstanding imperatives of military 
structures—to bunker down, to barricade, to defend. In this sense, 
data center infrastructures dovetail into broader discourses of se-
curity, which “saturate and militarize the tiniest details of every-
day urban life” (Graham 2006, 61). The language of breach used 
in data center literature suggests a dangerous encroachment into 
a securitized zone. “The surrounding environment must be viewed 
holistically and watched proactively for threats and intrusions,” 
states a white paper from data center power company APC: “Such 
threats include excessive server intake temperatures, water leaks, 
and unauthorized human access to the data center or inappropri-
ate actions by personnel in the data center” (Cowan and Gaskins 
2006). Whether natural or human threat, data centers are designed 
to avoid, thwart, and ultimately survive these attacks in order to 
continue operating.

Third, data centers are reinforced against time and change itself. 
Obsolescence, in the form of the data center that lacks the desired 
space or services, becomes a critical threat. The immense time 
and capital required to plan, design, and construct a data center 
means that data centers are major investments. Data centers are 
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thus designed for the future, not the present. Electrical supplies in 
the megawatts are secured before the first server is even turned on. 
Cavernous empty server halls attempt to anticipate the next cus-
tomer and their hyperscale needs. Indeed, in both electrical capac-
ity and square footage, data centers are growing. “Only five years 
ago you felt a 250,000 sq ft building with 10MW was a lot. Now we 
may do a lease for 36MW for one client, and they’ll take it in six 
rooms,” observes one industry insider (Judge 2019). Amplifying the 
data center’s infrastructural footprint aims to resist irrelevance, 
to be future proof. These sprawling hyperscale facilities attempt 
to not just match today’s needs, but bolster themselves against to-
morrow’s. “The data center,” asserts Elerding (2016), “is a nexus 
of wastefulness due to the infrastructural redundancy required to 
meet contemporary users’ expectations—or anticipated expecta-
tions.” In this sense, the overengineering typical of data centers 
is a form of temporal bulwarking, massively overdelivering in the 
present so as to maintain technical operations and business com-
petitiveness in the future.

Taken together, such architectures of reinforcement suggest an 
indestructible data center and unstoppable functionality. The log-
ics of cloud infrastructure, declare Jennifer Holt and Patrick Von-
derau (2015, 205), “like nuclear power plants—are rooted in excess, 
redundancy, and contingency, governed by the looming specter of 
worst-case scenarios.” If this description is not inaccurate, it follows 
a well-trodden path. Despite natural disasters, infrastructural col-
lapse, or human antagonism, the data center—with its servers bar-
ricaded in a bunker-like architecture, secured by surveillance and 
sensor detection, and backed up by generators and uninterruptible 
power supplies—must remain operational. In this framing, unbro-
ken operations are achieved by an unbreakable infrastructure.

Yet while this framing of reinforced architectures has merit, it 
fails to grasp recent shifts in data center infrastructures. The in-
dustry is beginning to realize that a culture that equates more 
safety with more infrastructure leads to a fundamental wasteful-
ness (Miller 2019c). Data centers are over-engineered—bloated, en-
ergy-consumptive facilities that are both financially expensive and 
environmentally destructive. As researchers like Mel Hogan (2015) 
have demonstrated, these excessive infrastructures draw upon vast 
volumes of water and electricity, diverting increasingly scarce nat-
ural resources away from other uses in order to sustain their opera-
tions. But perhaps more subtly, there is a kind of inflexibility to such 
systems, a barricaded, lumbering power that remains impervious 
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but also oblivious to the changes occurring around it. The model of 
reinforcement thus creates excessive systems, petrified processes, 
bulky designs—an infrastructural heaviness. “So much weight,” 
suggests Orit Halpern (2017) “makes us dream of being plastic and 
light, mobile, modulatory, capable of bearing all these materialities 
while continuing to sustain the technical and economic fantasies 
of eternal growth and novel change.” To follow this shift, the next 
section sketches a brief genealogy of resilience.

From Reinforcement to Resiliency

The architecture of reinforcement sketched in the previous section 
can be traced to the Cold War, where the threat of a possible ther-
monuclear strike initiated an infrastructure of anxiety. ARPANET, 
the network infrastructure that would form the basis of the later 
internet, emerges from this age of apprehension. In Inventing the 
Internet, Janet Abbate describes how engineer Paul Baran set out to 
design a “survivable communication system” that would be “built 
with the expectation of heavy damage” (1999, 10, 17). If one critical 
node in the network was struck by a nuclear attack, traffic would 
reroute around it, using alternate nodes to maintain connectivity. 
In this sense, paranoia became integrated as a de-facto network 
design schema, propagating in the form of carefully distanced 
nodes added over time. Exposure to danger would be diminished 
by highly redundant systems that could quickly return to their de-
fault operating conditions.

This Cold War notion of resiliency, underpinned by systems 
thinking, was about maintaining equilibrium. In this view, as Me-
linda Cooper and Jeremy Walker (2011, 146) note, a threat or ad-
verse event disrupted the variables within a system, knocking them 
into higher or lower levels than normal. Resiliency, then, was the 
ability to return these integers rapidly to their operational defaults, 
to come back to a “steady state” as quickly as possible. In this 
framing, making systems more resilient meant anticipating exactly 
what kinds of threats they would undergo. Techniques such as sce-
nario planning would play through an adverse event in meticulous 
detail, listing all of its possible effects and the specific measures that 
would be needed to overcome it (Kahn 1968; Mann 2004). Thus, if 
one aspect of this version of resiliency is the image of the backup 
generator, the other is the image of the flowchart diagram, with ev-
ery contingency accounted for. Exposure to danger would be re-
duced by exhaustively defining it and preemptively implementing 
countermeasures.
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However, the concept of resiliency would soon shift. In the 1970s, 
observe Cooper and Walker (2011, 146), this simplistic notion of re-
siliency began to be challenged by a more sophisticated ecological 
understanding. Ecologists such as CS Holling suggested that the 
former assumption—environments underwent cycles of stress, but 
always returned to their original or normal state—was fundamen-
tally incorrect. Instead, environments were in a state of dynamic 
flux, and extreme events could leave them irrevocably altered. For 
Holling (1973, 17), resilience was “a measure of the ability of these 
systems to absorb changes of state variables, driving variables, and 
parameters, and still persist.”

Resiliency thus drew upon its ecological roots to assert that life 
could ultimately not be secured. As David Chandler and Julian 
Reid explain (2016, 67), living systems could not wall themselves 
off from the threats inherent to life itself. Organisms needed to re-
main structurally open to the risk immanent within life. In fact, the 
most successful organisms not only survived such crises but also 
adapted to them, shifting them from a potential threat to an agent 
of productive transformation. Applying this biological insight to 
the sphere of governance initiates a fundamental shift in posture 
toward the uncertain exterior world. Once this understanding is 
taken up, Wakefield and Braun (2014, 5) point out, “crisis is no lon-
ger that which is to be warded off, eliminated, or overcome, but 
that which must be absorbed, attenuated, and survived.” Resilience 
was not just an ability to bounce back, but to adapt to these new 
conditions and still thrive.

Moreover, contrary to the Cold War stance, resiliency was not 
about forecasting the precise nature of the next attack. Holling 
(1973, 21) stressed that this new ecological resilience was predicated 
not on the “assumption that future events are expected, but that 
they will be unexpected.” There were too many possible variables 
to contend with, too many potential vectors of attack. Adverse 
events could never be entirely anticipated. Given these fundamen-
tally uncertain conditions, the designer of resilient systems “does 
not require a precise capacity to predict the future, but only a qual-
itative capacity to devise systems that can absorb and accommo-
date future events in whatever unexpected form they may take” 
(Holling, 1973, 21).

Throughout the 1980s and 1990s, as Cooper and Walker (2011, 
147) note, Holling’s work on resiliency moved out from the narrow 
confines of ecological theory to encompass “societies and eco-
systems as a total complex system.” The concept has now found 
fertile homes in disciplines from climate science, to governmental 
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planning, critical infrastructure protection, and even psycholog-
ical development. Across these diverse fields, resiliency offers a 
common vocabulary of threat, adaptation and preparedness, and 
a pragmatic goal in the face of an incredibly complex and essen-
tially antagonistic world—survive and thrive. Resilience, then, has 
proven broadly applicable, extending into an overarching diagram 
for governance and forming a set of imperatives for urban centers, 
infrastructures, and citizens alike. “Running through each design, 
plan, or experiment is not just the same presupposition ... but also 
the same problem: how to govern this totality” argue Wakefield 
and Braun (2014, 4): “Through what modes of arranging and order-
ing urban life might resilience be achieved? What is this life that is 
imagined, and how is it to be constructed?”

In Resilience: The Governance of Complexity, David Chandler 
takes up these questions, arguing that resilience has become the 
guiding force of governmentality. Life must be sustained against 
threat. Yet, threats emerge from a fundamentally complex world, 
one that can never entirely be tamed or corralled. For Chandler, 
then, the ascendance of governance-as-resilience is directly linked 
to the disenchantment with governance-as-control—a growing 
awareness of the limits of governments, of their historical in-
ability to identify and avert threats, to adequately anticipate and 
control adversities. Complexity will always be overwhelming and 
fundamentally uncontrollable. Yet citizens, like systems, can be 
simultaneously strengthened—bolstered against upcoming adver-
sity and unpredictable risk—and made more supple, able to cope 
with dynamism and successfully adapt to shifting conditions. For 
Chandler (2014, 65): “Resilience-thinking enables power to rule 
as the governance of life: enabling, empowering, facilitating and 
capacity-building.”

Embedded within life and all its inherent contingency, resil-
ient-thinking realizes its own limits, stressing instead on a prag-
matic response: to manage rather than overcome complexity and 
risk. In this framework, Chandler asserts (2014, 65): “Life is the 
means and ends of governance with practice-based policy-making, 
self-reflexivity, feedback-loops, reflexive law-making and the incul-
cation of community capacities and resilience.” Grand programs of 
authority wielded from above become supplanted by modest inter-
ventions from within. “Ruling ‘through’ rather than ruling ‘over’ 
implies a much flatter ontological relation between governing and 
being governed,” notes Chandler (2014, 65). In this sense, gover-
nance becomes a diffuse network of services and micro-helps that 



Resilience and Failure 65

the citizen can draw upon. Indeed, this scaffold of small supports 
recalls the “infra” in infrastructure. Rather than a top-down gov-
ernance, this is a governance of under-among.

In undergoing these shifts, the notion of resiliency itself emerges 
fundamentally changed. Superficially, of course, the discourse of 
resiliency in data centers never deviates from its cybernetic systems 
language and the maintenance of a steady state. In Designing Risk 
in IT Infrastructure, systems architect Daemon Behr asserts that in 
referring to resiliency, “we are referring to the change of state of a 
system from ‘operable’ to ‘inoperable’” (2018, 33). For engineers, 
the resilient data center is one that remains functional in the face of 
adversity. The goal is to “ensure that data is consistent, applications 
are available, responsive and that there is allowance for multiple 
concurrent failures in every region without impact to users” (Behr 
2018, 89).

However, drawing on its ecological influences, resiliency assumes 
that maintaining can only be achieved by constantly changing. As 
Holling suggested, infrastructure architects assume that future at-
tacks can never entirely be planned for or anticipated. Threats to 
critical infrastructures are not just incessant, but incessantly shift-
ing. For data center engineers, threat is always shapeshifting into 
exotic new forms: from the STUXNET worm designed to infect in-
dustrial computers to the Mariposa botnet (Maglaras et al. 2018) 
and on to more recent vectors such as the malware of GreyEnergy 
(Palmer 2019) and the ransomware of LockerGoga (Greenberg 
2019). The specter of vulnerability reappears in new guises. Given 
this unpredictability, Behr admits: “You can never truly remove all 
risk, but you can understand the effects of every design decision” 
(2018, 35). Constantly evolving threats must be met by a mode of 
operation characterized by monitoring, reflectivity, adaptability, 
and learning. The incredibly high availability expected of data cen-
ters can only be attained through adaptation.

How is this new understanding of resilience enacted on an in-
frastructural level? Within the data center, the architectures of re-
inforcement discussed earlier by no means disappear. Threats are 
thwarted with security mechanisms such as gate controls, vehicle 
bollards, and mantraps, while operations are backed up with fa-
cilities like diesel generators or connections to a secondary elec-
trical grid. However, a new set of features attempt to augment and 
even supplant these heavy architectures of reinforcement. The 
“prime directive” of uptime has traditionally been accomplished 
“through layers of redundant electrical infrastructure, including 
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uninterruptible power supply (UPS) systems and emergency backup 
generators,” writes data center analyst Rich Miller (2019c), “but 
cloud computing is bringing change to how companies approach 
uptime, introducing architectures that create resiliency using soft-
ware and network connectivity.” The next two sections thus explore 
how the traditional reinforcements core to data centers are supple-
mented by more supple architectures of resilience.

Resiliency through Failure Design

One key shift in resilient-thinking has been an approach to fail-
ure. If the mantra of modern infrastructure was that failure was 
unthinkable, the slogan of resilient infrastructure is that failure is 
inevitable. “Rather than promising the future understood in terms 
of progress and improvement, resilience infrastructure flips the 
temporality and politics of modern infrastructure,” writes Steph-
anie Wakefield: “Instead, resilience assumes a future of inevitable 
and worsening crisis and seeks only to minimize its effects, adapt-
ing to changing conditions so as to keep existing socioeconomic 
conditions of liberal life the same (or perhaps more accurately, on 
life support)” (2018, 7). For data center architects, backup systems 
should certainly be arranged and maintained, but despite these ef-
forts, failure can never be entirely preempted or prevented, only 
managed.

The Hystrix software library exemplifies this approach to fail-
ure. Developed originally by Netflix for its cloud services, Hystrix 
is now used by companies such as eBay and Capital One, and can 
be integrated with IBM Cloud and Amazon Web Services (Gopal 
2015). On its developer page, Hystrix is described as a “latency and 
fault tolerance library designed to isolate points of access to remote 
systems, services and 3rd party libraries, stop cascading failure and 
enable resilience in complex distributed systems where failure is 
inevitable” (Netflix Engineering 2019). At a lay level, Hystrix can 
be explained with a simple scenario. On a day with unusually high 
traffic, such as Black Friday, a cloud company might be inundated 
with requests from users. These are all directed through their API, 
which acts as a front door for all requests. If one of the services 
comprising the API goes down, calls to this service generate an er-
ror. Because services are linked and dependent on one another, the 
error propagates, causing every other service to fail. User requests 
become stalled and are added to a queue, but never delivered. As a 
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result, the queue becomes longer and longer, increasing server load 
and causing more users to experience delays and time-out errors. 
An unexpected failure in a single point produces a cascading failure 
at all points.

To avoid this scenario, Hystrix provides cloud architectures with 
a virtual circuit breaker.1 Programmers “wrap” a protected func-
tion call in a circuit breaker object, which constantly monitors itself 
for failures. Once a failure threshold is met, the circuit “breaks” or 
trips. Instead of inundating a failed service with more calls, calls 
stop being sent altogether. Moreover, the circuit breaker pattern 
allows developers to designate a series of next steps that will occur 
after this moment of failure. As an IBM developer page explains, 
such steps could be to “Fail silently,” returning null, “Fail quickly,” 
throwing an exception, or “Best Effort,” returning a close approxi-
mation of the requested data.

Rather than rely on fail-safe systems, these next steps admit that 
failure will occur. Indeed, the circuit breaker pattern is a device for 
designing failure into critical systems. Rather than allowing hard-
ware to max out, software is used to define low failure thresholds—
to fail fast and early. Rather than allow failure to cascade, resulting 
in system-wide collapse, circuit breakers isolate a single function, 
limiting the fallout. And rather than failure triggering default sys-
tem errors such as a time-out, circuit breakers let engineers con-
struct custom workarounds specifically for this situation.

Hystrix thus attempts not just to account for failure, but to inte-
grate failure itself into the design of a cloud service. In this sense, 
the unpredicted event of an electrical blackout, an internet outage, 
or a sudden surge of users is not treated as an anomaly, but as nor-
mality. As Director of Platform Engineering Ruslan Meshenberg 
(2014) stated: “It allows you to have control of what happens when 
things fail—not if, when.” Indeed, Meshenberg suggests that en-
gineering teams purposefully trigger failures during the day when 
the full support team is present, rather than improvising when they 
occur spontaneously in the middle of the night. In a presentation at 
the North American Network Operators group, engineering man-
ager Josh Evan (2015) reiterated this approach, laying out Netflix’s 
set of tools for purposefully injecting faults and forcing failures, 
stressing that other operators should follow suit. In actively inter-
nalizing contingency and programming with error, such tools em-
body one of the key concepts of resilient-thinking: danger cannot 
be held at arms length, but must be actively embraced.
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Resiliency through Autonomous Automation

Along with designing in failure, the industry is now striving to 
transform the data center itself into a more autonomous unit. From 
standardization to self-monitoring, these seemingly diverse initia-
tives all aim to break down the barriers to automated resiliency. 
One hurdle, for instance, is the proprietary nature of data centers. 
Maintenance to custom hardware or electrical fit-outs requires call-
ing out a data center engineer who can understand a particular con-
figuration and make careful changes. In response, recent initiatives 
like Open19 have begun to designate a standardized hardware and 
software architecture. The Open19 specification rationalizes the 
server rack, transforming a cluster of proprietary components into 
a modular, universal kit. The goal is to essentially turn servers into 
plug and play devices. Cabling is moved to the back of the rack, en-
abling servers to be slotted straight into power ports; software then 
“autodetects it and auto-provisions it” (Branscombe 2018).

In this vision, rather than the time delay and cost incurred by 
having a qualified technician visit the site, a server could be re-
placed by anyone. Indeed, one of the technical leads on the project 
envisions “a robotic hand that can remove a faulty server and in-
sert a replacement, much like a tape robot changing tapes in digi-
tal tape archives today” (Branscombe 2018). If maintenance is key 
to remaining operational, the aim is to reduce reliance on human 
intervention, to automate that maintenance as much as possible. 
As the developer (Branscombe 2018) explains: “standardization, 
along with hardware isolation inside the rack, self-monitoring, and 
self-healing provisioning systems, are all pieces of the puzzle in cre-
ating fully automated, or ‘lights-out’ data centers.”

The dream of the lights-out data center is continuous operation 
supported through automation. For the data center industry, the 
current dependency on qualified human labor is considered a weak-
ness. The industry has a major employment problem, struggling to 
attract and retain qualified personnel. It’s very hard to find special-
ists in security, networking, and even in data center construction. 
Moreover, the expected explosion of micro and edge data centers 
is expected to overwhelm the already nominal numbers of staff 
at companies. “There is a real risk that the level of activity causes 
burnout on your network team,” stated one industry insider (Miller 
2019a): “We need to invest in automation to get time back.”

Given this lack of labor, the lights-out data center thus seeks to 
remove the final concession to human engineers and their meat eye 
needs—light to see what they’re doing. The key point here is that 
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resilient-thinking reframes the point of weakness. The vulnerabil-
ity is not the uncertainty and threats that emerge from the outside, 
but the over-reliance on an all-too-human response, an individual 
who can only be in one place at a time, who can make mistakes, 
and who must be trained, paid, and placed on-call. Infrastructures 
thus aim to embody the vision of an autonomous form of machinic 
life, one that can predict its own maintenance, diagnose its own er-
rors, and implement its own recovery plan. Decoupled from human 
labor, the data center becomes ostensibly self-sustaining. It epito-
mizes the dream of capital itself, which, as Rita Raley reminds us, is 
seen as being “given to mutation and flexibility, not to self-destruc-
tion, but to autotelic reproduction and regeneration” (2009, 134). 
In this sense, the pitch dark data center embodies the longstanding 
dream of total automation, but accomplishes it through flexibility 
rather than invulnerability.

Along with standardization, predictive maintenance is also seen 
as a promising path in rendering the data center more autonomous. 
Rather than waiting until hardware breaks to replace it, or alterna-
tively, defining a set schedule of maintenance which could be too 
frequent, predictive maintenance seeks to optimize replacement 
times using data from a device’s lifecycle: temperature, hours op-
erating, model characteristics, and so on. Such initiatives are only 
just underway. Currently, some companies are “offering heavily su-
pervised machine learning algorithms” that are only available for 
their particular product; however, “real benefits in this space will 
come when a firm obtains a critical mass of data that aligns equip-
ment types, power usage, performance, incident and maintenance 
data” (Miller 2019b).

Whether or not such a moment will ever arrive is arguable. How-
ever the key point here is that predictive maintenance takes a for-
merly awkward or unspoken aspect of systems—their vulnerability 
to wear and tear—and actively internalizes it. Indeed, the volumes 
of data required for robust machine learning models suggest that 
this inspection of internal failure will need to not only be wide 
ranging, taking into account various models across dozens of data 
centers, but also meticulous in its attention to detail. From deterio-
ration to overheating and errors, failure in all of its facets will need 
to be obsessively documented. The more fine grained the analysis 
of failure can become, the more accurate predictive maintenance 
can be. If a reinforced data center strives to stave off general obso-
lescence, a resilient data center stresses that hardware obsolescence 
must be deeply understood and integrated as a feature of the system.
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Infrastructures as Operational Imaginaries

Data centers thus demonstrate two key concepts of resilience. 
 Hystrix and similar error injection strategies embody the embrace 
of failure. Rather than relying on the reinforced architectures of 
modernity, which claim to hold threats at bay, these tools assume 
that failure is unavoidable. It is not a question of if, but when. Im-
plementing resilience means accepting this constant exposure. De-
velopers model this embrace by developing for error, consciously 
and repeatedly exposing a system to vulnerabilities and actively 
“designing in” latency, disaster, and outages. Alongside this, new 
initiatives of automated maintenance epitomize the mantra of 
learning from failure. In the world of resilient-thinking, uncertainty 
is the new normal, a set of conditions that privilege adaptation 
above all. The goal is not to return to a default state as quickly as 
possible, but to reflect on each crisis, internalizing the necessary 
adjustments and emerging stronger and more supple. Data centers 
seek to monitor each new threat and meticulously register each 
hardware or software failure. Machine learning initiatives churn 
over these collected failures in search of insights, developing more 
robust models better able to self-monitor and self-heal.

What are the stakes of such shifts within data center architec-
tures? Certainly, infrastructures are always political in that they 
structure the immediate possibilities available to the people and 
things that surround them. Infrastructures both enable and dis-
able particular kinds of action, Graham and McFarlane (2015, 33) 
suggest, and thus are forms of “(attempted) control, power and ex-
clusion.” As life becomes conducted in and through informational 
systems, data centers move beyond utilities to become critical gate-
keepers. Data centers become mediators for a whole array of public 
and private practices, facilitating financial transactions, reconfig-
uring forms of labor through platforms, extracting value through 
machine learning, and underpinning critical aspects of government 
surveillance regimes (Munn 2018). In storing, processing, and dis-
tributing that information in particular ways, data centers funnel 
value and capital to some while disregarding others, maintaining 
asymmetric power structures. By enabling certain ways of being 
and doing while making others impossible or unthinkable, infra-
structures shape the politics of the everyday.

One of the strengths of infrastructure studies has been its ability 
to clearly demonstrate this critical role that infrastructure plays in 
underpinning forms of contemporary life. From transport networks 
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in Tokyo (Fisch 2018) to mobile communications in India (Doron 
and Jeffrey 2013), and electricity blackouts in America (Nye 2010), 
these studies show how infrastructures provide crucial functional-
ity for everyday existence, sustaining human and non-human ac-
tivity at a variety of levels. Yet, more emphasis could be placed on 
the role of infrastructures in prototyping forms of future life. In-
frastructures are functional mockups where concepts can be inte-
grated and operationalized, providing models that shape important 
discussions and influence key decisions. In this sense, infrastruc-
tures should also be understood as operational imaginaries—as sys-
tems that powerfully suggest a set of future possibilities by enacting 
them concretely in the present.

Infrastructures are by definition operational, a dependability 
that quickly moves them from spectacular technology to everyday 
utility, from the novel to the banal. Yet, it is precisely this oper-
ational quality that makes their imaginaries of resilient life more 
powerful. Infrastructures are not nebulous fantasies but functional 
realities, anchored in cables and copper, switchgear and server 
racks. Infrastructures are pipes, not pipe dreams. As Brian Lar-
kin (2018, 188) suggests: “Infrastructures are formal expressions of 
experience, vehicles whereby that experience is made palpably real 
to people.” If infrastructures draw upon the concept of resilience, 
they also contribute back to it, legitimating its promise through 
their hard materiality and pragmatic functionalism. “Infrastruc-
tures never just supply electricity, water, or gas,” argues Larkin 
(2018, 189), “they implicate the very definition of the community, 
its possible futures, and its relation to the state.” Infrastructures 
point beyond themselves, implying that the same operational logics 
deployed within hardware stacks, software suites, and best prac-
tice procedures might be productively applied to the governance of 
other things.

Perhaps one of the most enticing qualities of infrastructure for its 
proponents is its technical approach to life. It is unsurprising that 
this approach, in bracketing out much of this messiness of the social 
and epistemological, would be appealing to regimes of governance. 
Whether sustaining access to data against a constant barrage of 
threats or sustaining citizens against a mounting series of political 
and environmental crises, the solution is to develop a more com-
prehensive, smart, and supple system. As Brad Evans and Julian 
Reid (2015, 18) observe, “infrastructure becomes ‘critical’ to the 
understanding of living systems,” to the “discourses and practices 
of securitization, especially in global cities.” Liberal governance is 
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a system that maintains the life-capacities of its subjects first by 
embracing contingency and uncertainty: investigating internal vul-
nerabilities, constantly monitoring for new threats, and incessantly 
seeking out those unknown unknowns. After identifying these vul-
nerabilities, the resilient system must adapt to them: updating its 
protocols, integrating new routines, and encoding a more robust set 
of operations and solutions to buffer itself against the threats it will 
inevitably face in the future. Indeed, the most positive variations of 
resilient-thinking see uncertainty and chaos as a crucible for cre-
ativity, a chance to respond to existential threats with innovative 
new technical solutions.

Based on this technical approach, infrastructure seems to hold 
out the promise of a pragmatic internal program. Key for resilient- 
thinking is the assumption that the world is essentially broken 
and will remain broken. It is a lost cause, one that is too vast, 
too complex, too shot through with catastrophes of all kinds. As 
Evans and Reid (2015, 38) stress, it is “insecure by design.” Alter-
ing these broader systemic conditions, whether political, social, or 
environmental, is fundamentally impossible, a grand task doomed 
to failure. The uncertainty and precarity swirling “out there” will 
persist and constantly reappear in unpredictable new forms. In-
stead, the remit of governance is ratcheted down to something far 
more modest and more manageable. All one can do is to improve 
your own system, implementing a set of internal capacities and 
mobilizing a set of local strategies. In the face of the overwhelm-
ing and the ungovernable, operational imaginaries offer a set of 
action points and indicators, a concrete series of best practices 
and next steps. The task at hand is not to change the world, but to 
integrate a set of buffers and responses into this nation-state, this 
city, this subject.

Thus, if infrastructure is an “operating system for shaping the 
city,” as Keller Easterling (2016, 10) suggested, it also suggests an 
operating system for shaping the territory, a means of reestablish-
ing some kind of successful order by narrowing governance down 
from grand visions of improvement to a pragmatic focus on basic 
functionality. Resilient infrastructures are successful implementa-
tions of a broader political vision in which crises are not averted, 
but adapted to. They provide real-world demonstrations showing 
how systems might “anticipate the uncertain” through “networked 
infrastructure that has itself automated emergence and change as 
regular and manageable processes” (Halpern et al. 2013, 295). In 
this sense, they embody a vision of a necessarily vulnerable future 
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where instability becomes a default operating condition. By design-
ing in failure and integrating adaptability into their architectures, 
data centers act as functional prototypes for new forms of gover-
nance. In working, they demonstrate that resilient-thinking can 
and will work.

Modeled by functional infrastructure, resilience broadens into 
an imaginary, a blueprint for how to survive and thrive in a world 
permeated by ungovernable uncertainty. Whether coming in the 
form of natural disasters or political upheavals, cities can never re-
inforce themselves enough to ensure their invulnerability. Instead, 
as Orit Halpern (2017) suggests: “Resilience, now married to in-
frastructures of ubiquitous computing and logistics, becomes the 
dominant method for engaging with possible urban collapse (and 
also the collapse of more sui generis infrastructures of transport, 
energy grids, financial systems, etc).” In this imaginary, resilient 
cities can absorb the financial shocks caused by volatile global mar-
kets and the environmental shocks caused by an increasingly pre-
carious planetary ecosystem. Infrastructures provide the current 
means to do this, but also the model for how future uncertainty 
might best be approached. In doing so, they fulfill a testbed func-
tion, providing a “study into the possible ways modern digital tech-
nologies change the way we will inhabit our cities and the means by 
which these technologies will change our perception and experience 
of urban reality” (Halpern et al. 2013, 292).

Similarly for the subject, bunkering herself in will not suffice. 
Individual architectures of reinforcement will be overwhelmed by 
some new life event, some unforeseen incursion. As AbdouMaliq 
Simone (2015, 123) observes, there will always be “contingencies 
that one could not quite get a handle on. From this perspective, 
then, everything becomes insufficient.” Given these turbulent con-
ditions, the contemporary subject must constantly evolve, devel-
oping new strategies of living before the old tactics stop working 
entirely. Like informational infrastructures, subjects must remain 
open to uncertainty and see it as an opportunity—both embracing 
and learning from failure. In this imaginary, resilient subjects can 
soak up the fallout of neoliberalization, adopting coping mecha-
nisms and self-management strategies in order to function without 
the social safety nets that once supported them.

Data center infrastructures provide a lens for understanding the 
rise of resilience-thinking, for grasping the pragmatism and prom-
ise of resilience as approach. Data centers have typically been un-
derstood as indestructible infrastructures that maintain operations 
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while keeping threats at bay. Data centers certainly attempt to re-
inforce themselves against environmental catastrophes, human in-
trusions, and the obsolescence that time itself threatens. Yet, data 
centers have also begun to integrate an ecological understanding 
of resilience. Unable to anticipate every threat and lock-out every 
contingency, resilient infrastructures strive to “design in” failure, 
monitor their own maintenance, and flexibly adapt to new threats, 
internalizing and adapt to changes. In rendering this resilience 
functional and operational, infrastructures contribute to an imag-
inary of resilient-thinking that has broadened to become a frame-
work for the governance of life itself. In enacting resilience in the 
present, they anticipate possible futures; in modeling it now, they 
shape debates about the possibilities to come.

Note
 1  The circuit breaker pattern was popularized by Michael Nygard in his 

2007 book Release It! focused on “reducing system fragility” and creat-
ing applications that can withstand “harsh realities.” Michael Nygard, 
Release It!: Design and Deploy Production-Ready Software, (Raleigh, 
NC: Pragmatic Bookshelf, 2007).
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What should an infrastructure do? What makes one infrastructure 
better than another? And what do we mean by “better” anyway? 
As this book has shown, the values attached to and performed by 
infrastructures are typically utilitarian, obsessed with delivery and 
efficiency. Yet, these axioms, while firmly entrenched, are not the 
only ones that might be upheld. In this epilogue, I take a look at al-
ternative infrastructures, considering different ways of structuring 
knowledge, approaching time, connecting people, and organizing 
labor. For this alternate canon of infrastructure, I largely leave be-
hind infrastructure as it is—moving beyond computer science pa-
pers and software engineering case studies—and instead look to 
infrastructure as it might be, turning to cultural studies, artistic 
research, and indigenous software for speculative new models.

For Judith Butler (2015, 20), the demand for infrastructure is the 
demand for a “certain kind of inhabitable ground.” In allowing us 
to do things—to store and retrieve medical knowledge, to send a 
message to a loved one, to buy an essential item online, or simply 
to obtain a glass of drinkable water—infrastructures contribute 
toward this inhabitable ground. They are the scaffolding that we 
rely on in countless small ways, the unseen structures that sustain 
ourselves and the people around us. And yet all too easily, as Butler 
(2015, 21) notes, this “dependency on infrastructure can also be-
come subjugation.” Infrastructures can be taken up and used in 
ways that restrict agency, that remove rights and opportunities. 
They can be calibrated to privilege some groups while suppressing 
others. Indeed, data infrastructures allow this calibration to be-
come particularly fine-grained and flexible, with new rules and log-
ics established as rapidly as a software update. Or infrastructures 
can be designed from the very beginning as tools of oppression. 
For Butler (2015, 20), these kinds of infrastructures contribute to 
the “decimation of livable life.” This is why the “demand is not for 
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all kinds of infrastructure,” but rather for systems, processes, and 
material forms that contribute meaningfully to the care of those 
around us—to making life more bearable, more endurable.

What, then, is our demand? What kind of infrastructures do we 
want? This is a fundamental or even basic question but one that in-
frastructures largely manage to avoid. As this book has showed, the 
triumph of infrastructure has been to steer discourse away from these 
“softer” questions of sociality and equality, and toward the “harder” 
facts of economy and utility. In a keynote lecture for Former West, 
curator Irit Rogoff (2013) notes “the degree to which infrastructure 
is deployed as either pure instrumentality or as a comforting pana-
cea of assured Western standards of efficiency, communication, mo-
bility, and subservience to economist arguments is truly alarming.” 
In this instrumental framing, what matters is whether infrastruc-
tures function or not, whether they perform their task competently 
and consistently. Do they match their key performance indicators? 
Do they fulfill the program of delivery? Do they materialize the vi-
sion that was laid out to investors and the public? In essence, do they 
do what they promised they would do: do they work?

This utilitarian understanding produces a kind of hyper- 
reflexitivity, where infrastructures look inward to justify them-
selves. This is a self-enclosed system, where an infrastructure’s 
own  operations—utility, speed, efficiency—are the only values that 
matter. The world, and more specifically competing groups with 
competing visions about how the world should work, is carefully 
bracketed off. This obsession with the instrumental produces a 
blinkered focus on acceleration and optimization. It matters not 
what is being done, only that it is being done faster and “better.” 
But as F. G. Jünger (1990, 70) observes, this single-minded focus 
evades the key question: To what end? What is the purpose of these 
infrastructures? What are they accomplishing, and whom does it 
serve?

If an infrastructure can achieve a certain baseline operating 
standard, then it goes unquestioned. As the saying goes: if it ain’t 
broke, don’t fix it. But this preoccupation with operations—how 
something is being done—avoids the much broader and mess-
ier question of motivation—what is being done and why. Even if 
infrastructures work flawlessly—or precisely because they work 
 flawlessly—they can be potent mechanisms for restricting rights and 
inhibiting freedoms, for maintaining racialized and gendered sub-
jects, or even just for upholding mediocre “solutions” when other 
 possibilities—more communal, more equitable, more radical—are 
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readily available. As Rogoff (2013) observes, when we “congratulate 
ourselves on  having an infrastructure—functioning institutions, 
systems of classification and categorization, archives and traditions 
and professional training for these, funding and educational path-
ways, excellence criteria … we forget the degree to which these have 
become protocols that bind and confine us in their demand to be 
conserved.” The danger of functional infrastructure, with its me-
ticulous engineering of form and function, its immaculate choreog-
raphy of tasks and gestures, is that it leaves us spellbound, blinded 
to other possibilities. Or perhaps for the disillusioned postmodern 
subject, the reaction is not so much awe as a passive acceptance that 
this is the way things work. But whether through technofetishism 
or fatalism, the result is an erasure of other options. Other ways of 
structuring society, of organizing knowledge, of connecting people 
and things, are successfully banished. There is no alternative.

Infrastructures always have a double-edged quality, supporting 
particular ways of being and thinking while inhibiting others. For 
philosopher of technology Gernot Böhme, it’s clear that informa-
tional and technical infrastructures have the power to shape social 
and political life. Böhme sees these technical infrastructures as em-
bodiments of Foucault’s dispositif, a conditioning factor that both 
enables and disables certain types of activities and relations. Be-
cause of this deep structural influence, Böhme (2012, 7) asserts that 
“our society’s existing technical infrastructure determines what is 
socially possible today.” In their Unbuilding Infrastructure reader, 
Susannah Haslam and Tom Clark (2019, 3) echo this argument, sug-
gesting that infrastructure is a technical structure that has social, 
material, and mediating qualities; these inherent qualities create a 
“ground on which activity takes place,” establishing conditions “in 
which certain activities are possible and others are not.”

“Is there a potential to think this model of efficient delivery crit-
ically?” asks Rogoff (2013). Infrastructure has been so thoroughly 
captured, so meticulously stripped of any political trace, that even 
to ask this question seems strangely awkward or out of place, a kind 
of secular blasphemy. To ask this question is to question progress 
itself, to open up a precarious line of thought that threatens to 
destabilize the systems that we take for granted in contemporary 
life. And yet this is precisely the question that this book posed, the 
question we need to ask and keep asking. One way to think infra-
structures critically is to use them critically, employing them in 
 alternative ways, a strategy that the next section explores.
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Counter-Using Infrastructures

Infrastructures are constructed for a particular set of use cases. 
From its conception, the creators of an infrastructure—designers, 
developers, engineers—have envisaged that it will be used in a cer-
tain way. This is the program for an infrastructure. By embodying 
a set of technical requirements—speed, efficiency, power—this in-
frastructure will support a certain set of activities. These activi-
ties have been anticipated, catered for, carefully considered, and 
so infrastructure will excel at performing them. Used in their in-
tended way, infrastructures render these activities seamless and 
second-nature. There is a kind of ordinariness to this activity, a 
taken-for-granted quality: of course the electricity works, of course 
the file sends, of course the data was stored. Used in this way, in-
frastructure becomes banal or even boring, dropping into the back-
ground. It is this dynamic which gives infrastructure its invisible 
quality. When used “properly” and frequently, infrastructures be-
come hidden in plain sight.

But this doesn’t preclude infrastructures from being used in other 
ways. Infrastructures can be taken up for other programs; they can 
be employed for other purposes. Infrastructures are ambidextrous. 
To grasp this flexibility, it’s useful to turn to Keller Easterling and 
her notion of disposition. For Easterling, infrastructures come 
with a propensity, a tendency, much as a ball on a slope has a pro-
pensity to roll down it. Within this disposition, there are certainly 
“well-rehearsed sequences of code” (Easterling 2016, 131) uses and 
routines that have been repeated time and time again. And yet dis-
positions can never be entirely codified and cataloged. There are 
always novel ways to leverage an infrastructure, use cases that were 
never anticipated or accounted for. Levy Bryant (2014, 24) makes 
the same point when he suggests that machines are always “plu-
ripotent.” The particular way in which one machine is instrumen-
talized by another does not exhaust all it can do. Machines always 
have latent capacities or abilities that are not being drawn upon. 
Infrastructure, like any system, contains discrepancies between the 
total affordances of its constitutive objects and those which are uti-
lized. In other words, there is a gap between an object’s potential 
and how it is put-to-use. Andrew Feenberg (2008, 114) calls this gap 
the margin of maneuver, a margin “required for implementation in 
conformity with the dominant technical code, but also containing 
potentials incompatible with that code. Successful administration 
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today consists in suppressing those dangerous potentials in the 
preservation of operational autonomy.”

Networks are one example of this unintended use. Networks came 
attached to a certain vision of their use. Because the network form 
is decentralized—an array of distributed servers that can redirect 
data flows whenever one node goes down—they were attended by 
a promise of political and communicational decentralization. No 
longer would we need to rely on centralized gatekeepers and media 
monopolies. Now everyone could be their own node, produce their 
own media, and communicate on their own terms. And yet the re-
ality ended up differently. As Easterling (2018, 128) notes, at certain 
junctures, networks have ended up producing highly “constricting 
monopolies, whether scattered or centralized.” The “walled gar-
dens” created by contemporary tech titans demonstrate, somewhat 
perversely, the centralizing power of a decentralized infrastructure. 
This is just one way, in the words of Alexander Galloway (2004), 
that “control exists after decentralization.”

However, even here there is a kind of elasticity, a suppleness, to 
such infrastructures. We might think, for instance, of how social 
media is often leveraged by progressive and protest movements to 
raise awareness and mobilize support to their cause. To be sure, 
scholars have long debated exactly how significant social media was 
to uprisings such as the Arab Spring. But the exact degree of in-
fluence is less important than the fundamental flexibility of these 
sociotechnical systems. Features designed to soak up attention and 
keep users on their phones can also be used to push citizens out 
onto the streets. Metrics with a tendency to perpetuate self-interest 
can also be useful for mobilizing a collective movement. A plat-
form that has long maintained a hands-off stance to regulation and 
politics can be leveraged explicitly for political struggle. “Some of 
the most consequential political outcomes of infrastructure space 
remain undeclared in the dominant stories that portray them,” as-
serts Easterling (2018, 129); they possess “some other agency or ca-
pacity” that has escaped detection.

These examples suggest that the uses of infrastructure can never 
be entirely mapped out. More sharply, they suggest that political 
possibility can never be entirely stripped out of infrastructure. In-
frastructure, as this book has repeatedly shown, always purports to 
be apolitical, carrier-neutral, agnostic about the wider world and its 
messy mix of stakeholders and claims to power. And yet we know 
that this apolitical appearance is a fantasy; that infrastructures, in 
establishing the conditions for certain practices and certain people, 
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are always-already political. Counter-uses of infrastructure, then, 
only make this truth overt, explicit. They stress that infrastructures 
used to uphold political power can also be used to subvert it, that 
systems that reinforce existing hegemonies may also be exploited to 
tear them down. As Easterling (2016, 134) stresses, we can always 
uncover “accidental, covert, or stubborn forms of power-political 
chemistries … hiding in the folds of infrastructure space.”

Decolonizing Infrastructure

For an example of an alternative infrastructure, we can turn to Te 
Hiku Media, a small non-profit media organization based at the 
northern tip of Aotearoa New Zealand. In 2018, Te Hiku ran a com-
petition inviting its radio listeners to record themselves speaking 
Te Reo Māori, the language of the indigenous Māori people, and 
send it to them. As journalist Donavyn Coffey (2018) documents, 
Te Hiku were quickly overwhelmed by responses, receiving over 
300 hours of annotated audio in a matter of weeks. While 320 hours 
is not a large dataset compared to other language repositories, it 
was enough to build an initial speech-to-text engine with a mini-
mal error rate. This material will also form the basis for automated 
speech recognition, mobile applications, and other digital tools for 
the indigenous language.

To understand what these tools and data represent, we need to 
grasp the attempt to attack and erase the Māori language. Through-
out the 19th and 20th centuries, children could be beaten, caned, or 
otherwise punished for speaking Te Reo in school (Neilson 2020). 
They learned that their native tongue was something to be ashamed 
of, to be kept at home or abandoned altogether. This whakamā or 
shame was internalized by that generation, who steered their chil-
dren away from Te Reo so they wouldn’t have to experience the 
same feelings. Children were instead forced to learn and speak 
English. This policy was only exacerbated by others such as ur-
banization and policies like “pepper potting” where Māori were 
housed with non-Māori. Together, these moves led to a significant 
decline in the language between 1920 and 1960 (Higgins and Keane 
2015). These shifts were not simply about a preferred language, but 
about a more fundamental form of cultural assimilation. While 
initiatives over the last 50 years like Te Reo in schools and Māori 
language week signal a change in attitude, they only begin to rem-
edy the long-term damage to language and culture that has been 
done. The same pattern can be seen all around the globe. The UN 
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Forum on Indigenous Issues (2018) estimates that one indigenous 
language dies every two weeks, and that by 2100, half of the world’s 
languages will be extinct.

In this context, Te Hiku’s data and tools represent an alterna-
tive epistemic infrastructure, a form of digital decolonization. In a 
pragmatic sense, the developers see them as “accelerating the revi-
talization of our language.” But in a broader sense, this data insists 
that their indigenous language—and the concepts, narratives, and 
worldview embedded within it—are legitimate ways to know. They 
are not primitive or anachronistic, outdated myths that will slowly 
fade out until they disappear in the mists of time, but rather vital 
forms of knowing in the present. “Indigenous languages are not 
only methods of communication,” stresses the UN Forum (2018, 1), 
“but also extensive and complex systems of knowledge that have 
developed over millennia.” Languages are central to preserving 
identity and maintaining worldviews. With this in mind, the infra-
structuring of a language is a concrete move that fights against the 
erasure or assimilation of a people and their ways of knowing—an 
erasure that was seen as “inevitable” at different points in history. 
From this standpoint, Te Hiku’s dataset offers a counter-logic to 
colonial systems, a reversal of its racialized beliefs.

Far from shunning contemporary information technology, Te 
Hiku builds on top of it, but does so in a considered way. The group 
speaks of operating in the “innovation space” and has been one of 
the first to demonstrate the potential of automatic language rec-
ognition for indigenous languages. After receiving a major grant 
in 2019, the Te Hiku team has hired a number of additional data 
scientists and Māori language experts. Their work has contributed 
to developing their data models, model even further, to generating 
new libraries that they make available on Github, and to collect 
more spoken audio through their Kōrero Māori mobile app. “We’re 
using technology that, yeah, the colonizers have built,” admits 
 Keoni Mahalona (2018), the chief technology officer and a native 
Hawaiian, “but we’re taking that and using that to help accelerate 
the revitalization of our language.”

Te Hiku has gradually refined its automatic speech recognition 
model, reducing the error rate even further. At the same time, proj-
ect leaders started presenting their work at conferences, where they 
received significant interest from other indigenous communities 
and groups interested in building their own infrastructures. While 
this interest was welcome, the group also started receiving solic-
itations from corporations. One corporation based in the United 
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States started inquiring about the model, and even offered Māori 
groups $45 US dollars per hour to speak their native language into 
a telephone so it could be captured. Te Hiku rejected their offer and 
published a video explaining their decision. “The last thing for the 
colonizers to take from us is our knowledge and our language and 
our culture,” explained Mahalona (2018), “the things that we keep 
in here (points to his head) and in our community.”

For Te Hiku, the danger is clear. Without maintaining tight con-
trol over this data, it will fall into the hands of global corporations 
whose only interest is economic gain. These companies have no 
connection to Māori iwi (tribes), and just as importantly, no un-
derstanding of its cultural tāonga (treasures). Indeed, the company 
that approached Te Hiku is creating a global platform for localiza-
tion by capturing dozens of languages from all over the world. Such 
data collection lays the groundwork for language-as-a-service, 
where cloud-based technologies like speech recognition can be 
rented or subscribed to—for a price. This kind of extraction seems 
eerily reminiscent of the mechanisms of colonialism, only this time 
updated with digital tools. In fact, the very idea that knowledge is 
a thing that can be packaged up, extracted from its roots in a com-
munity, and successfully transplanted wherever is a highly West-
ern one. Within the colonial context, knowledge is a kind of raw 
material, notes Linda Tuhiwai Smith (2021, 188), something just 
lying there that can be “discovered, extracted, appropriated, and 
distributed.”

Since rejecting that company, Te Hiku has had to fend off ap-
proaches from numerous others. Te Hiku’s shielding of its data sug-
gests that refusal can be key for alternative infrastructures. To say 
no, to reject certain values and assumptions, can be an important 
step for establishing a point of difference and asserting a counter- 
logic to prevailing norms. In an era when technology companies 
typically embrace the deep pockets of capital, increased speed, 
and additional features that major players can provide, this move 
cuts against the grain. It sets this infrastructure apart as something 
with different values and vision from its counterparts. Certainly for 
its developers, improvements to its products and services may be 
welcome in the future, but these should never come at the expense 
of the most important feature: self-determination. Better to have 
an infrastructure that is wholly owned and operated for its people 
than a system which may be more ‘feature-rich’ but is run by others. 
“We don’t need anyone else developing the tools which will help us 
to come to terms with who we are,” stated Kathy Irwin (1992, 5), 



86 Epilogue

“we can and will do this work. Real power lies with those who de-
sign the tools—it always has.”

Design-by-removal can also be seen at a granular level. A core 
part of Te Hiku’s work in the last years has been not only to retain 
the Māori language but also to restore its original sound. The dom-
inance of English over the last 100 years has corrupted the pronun-
ciation of certain words and phrases in Te Reo. The team’s new app 
offers pronunciation guides and strives to remove this influence, 
“decolonizing the sound of our language.” Through their labors, 
the team carries out a kind of digital excavation, stripping away 
the impurities that have been attached to its cultural treasures over 
time. By going back to the past, to older practices, they seek to un-
earth what was lost and establish more authentic and distinct ways 
of knowing-and-doing for the future.

For Te Hiku CEO Lucas-Jones (2018), this infrastructure allows 
Māori people to create their own future and to “facilitate the in-
tergenerational transmission of our culture.” Intergenerational 
transmission kicks against the frenetic timescales that dominate so 
much contemporary technology and informational infrastructure. 
An obsession with the new and the next often characterizes these 
systems. A data center or set of cables is launched for great fanfare. 
For a brief moment, it is the flagship offering, the infrastructure 
with the latest specifications sitting at the bleeding edge of technol-
ogy. However, as we’ve seen throughout this book, this status fades 
almost instantly. Within six months, a new site or system comes 
online, outstripping its rivals and making older incarnations seem 
outmoded by comparison. In this frenzied context, a product or 
system has weeks or months to prove itself. If not, it is quickly ren-
dered obsolete. The only thing faster than its rapid rise is its swift 
decline.

Intergenerational transmission introduces an alternate timescale 
for infrastructure. The impact of this technical system will not be 
seen in the next quarterly offering or even the next year, but in 20, 
40, or even 100 years’ time. This transferral of information from 
grandmother to mother to granddaughter will take time. It is a pro-
cess that is fundamentally relational, occurring day after day, sea-
son after season, as a child is brought up, discovers the people and 
things surrounding her, and is taught the words and phrases that 
correspond to these objects. There is a rhythm to this transmis-
sion, a natural cadence to this learning. It cannot be compressed 
into an electronic packet, shot through a high-wattage cable, and 
be instantly “captured” on the other side. And partly this is because 



Epilogue 87

language is cultural. It is not a matter of simply “downloading” 
words, but of slowly grasping where those words come from, why 
they are used, and what they say about a certain people—in short, 
of understanding an entire life-world. There are rivers and moun-
tains to learn, rituals and customs to internalize, creation myths to 
grasp that explain the formation of people, the land, the sea, and 
the sky. This epistemic journey cannot be rushed.

Along with a different timescale, there is a different set of values 
embedded in this alternative infrastructure. Every way-of-knowing 
is situated in a particular knowledge tradition which privileges cer-
tain values. In the West, these would include a championing of the 
individual, a stress on “objective” or impartial data, an imperative 
to classify and codify the world around, and so on. These systems 
of classification and epistemic frameworks, as Tuhiwai Smith (2021, 
145) chronicles, emerge from Enlightenment thought, European 
philosophy, and colonial history more broadly—they are the world 
seen through “imperial eyes.” The point here is not to condemn 
the entire knowledge tradition, nor to reify it, but to simply note its 
specificity. Because it is distinct, it is also inherently limited or even 
blinkered. In privileging certain ways of knowing, it ignores others.

What would it look like, then, to see the world through other eyes? 
There are “genuine alternatives,” Tuhiwai Smith (2021, 310) reminds 
us, “starkly contrasting world views” that can generate “starkly dif-
ferent ways of organizing social, political, economic and spiritual 
life.” Alternative infrastructures insist that other ways of knowing 
exist. Indeed, they point to the fact that dominating epistemologies 
can often be used to dominate others. Their power consists in defin-
ing the frame, defining the values, defining what and who matters. 
Such hegemonic systems serve to prop up asymmetric power struc-
tures and perpetuate inequality. Alternative infrastructures, even 
those that are transient, improvised, or cobbled together, provide a 
glimpse of another reality. Through their operations, their perfor-
mance, they privilege other values. While they’re working, we get a 
fuzzy snapshot of a world that is more local, more communal, more 
equitable, and more inhabitable—an alternative world.
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