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<THANK YOU / INTRO>
[SLIDE 1] 
· I would like to beging by thanking Universiteit Hasselt, and in particular Professor Jo Pierson and colleagues, for having me here today. I am deeply honored to hold a Francqui Chair at the School of Social Science of Universiteit Hasselt. 
· I would also like to acknowledge the Francqui Foundation, whose support makes exchanges like this possible. At a time when research funding is increasingly constrained, and when more inward-looking and nativist tendencies are gaining ground, funding of this kind enables something profoundly important: the ability to learn across institutions, disciplines, and national contexts.  


· The research agenda I bring to this chair centers around an emerging concept thatI refer to as governance by data infrastructure. The term is meant to capture a structural transformation in contemporary governance: a shift whereby political power is increasingly exercised not only through formal institutions and legal instruments (laws, policies), but through data systems, technical standards, platforms, and the infrastructures that sustain them.   

· In this lecture, I pursue three closely related objectives.
1) First, I propose a name for a phenomenon that many of us are encountering across different domains, and reflect on why naming it matters, and what is gained, analytically and politically.
2) Second, I suggest that attending to this phenomenon invites us to rethink how we conceptualize the state in an era of data-driven governance, not as replaced by technology, but as reorganized through new infrastructural arrangements.
3) Third, I use the notion of “regulatory data infrastructures” as an analytical lens for understanding emerging configurations of power and democratic legitimacy, focusing on three recurrent democratic tensions around enforcement, contestation, and accountability.

I will beging not with abstractions, but with three empirical vignettes. They are mundane in appearance, yet reveal deeper transformations in how governance is organized today. 


<NARRATIVE OPENING> 	
[SLIDE 2] Vignette 1: ANPR and the City that Sees Without Looking

In many European cities, including the one I live in, cameras automatically scan license plates as cars move through the city. These systems are known as Automatic Number Plate Recognition (ANPR). They were introduced to enforce low-emission zones, one-way streets, or restricted areas. You drive in, the camera reads your plate, the system checks a database, and if you are not allowed, a fine appears in your mailbox days later.

What struck me the first time this happened to me was not the fine itself. Rather, it was the absence of any moment of interaction. No police officer. No warning. No opportunity to explain. Just an automated judgment, executed retroactively.

In fact, in my own case, the system does not fine me—at least not yet. I drive an old diesel van that, in principle, is not allowed to enter the city centre where we live due to the low-emission zone (milieu zone). It is our holiday camper van, and it only enters the city a couple of times a year to load or unload. Yet the system lets me pass, because the licence plate appears on the low-emission exception list, due to its previous registration to an association for people with disabilities.

From the perspective of the city, this is an efficient and neutral system. It does not discriminate, it does not get tired, and it applies the rules consistently. From the perspective of the driver, however, governance has shifted form. Power is exercised not through encounter, but through infrastructure.

The camera does not know who I am. It does not need to. It only needs my plate number: a data point that connects me, my vehicle, and the city’s regulatory framework. The act of governing happens quietly, in the background, through a system designed to be invisible unless something goes wrong. In practice, this means that compliacena dn non-compliance are both produced at the level of the database: a police officer would immediately notice see that none of us is disabled, but the infrastructure does not. 

What ANPR shows us is that governance today is increasingly embedded in technical systems that operate continuously, without discretion, without dialogue, and often without us noticing… until we are sanctioned. 

[SLIDE 3] Hence the question: When governance no longer needs to look you in the eye, where does accountability go?

ANPR is a small example, but it captures a larger shift: GOVERNANCE WITHOUT ENCOUNTER. 

-----




[SLIDE 4] Vignette 2. Digital IDs and Borders: Convenience as a Regulatory Value 

My second example is about something we are told is a gift: convenience.

Across the EU, it is difficult to do even the most mundane bureaucratic task without some form of digital identification. Logging into a government portal, dealing with taxes, accessing healthcare, registering a child: all require a digital ID. Similar dynamics exist in India, Brazil, South Africa… to name but a few!, where digital ID infrastructures have rapidly become mandatory gateways to public services.

These systems are presented as solutions to fragmentation and inefficiency. They promise convenience, speed, and ease of access. And often, they deliver exactly that.
But what interests me is how convenience operates as a regulatory value.

When identification becomes frictionless, data collection becomes normalized. The act of proving who you are, once an exception!, becomes a default condition of participation in everyday life. Governance expands not through coercion, but through integration into routine practices.

One of my team members recently travelled to India for the holidays and had the opportunity to compare border control systems firsthand. What they described was striking: the EU’s new Entry/Exit System and India’s Fast-Track Immigration system look remarkably similar. The interfaces, the biometric scans, the promise of speed. In both contexts, travellers are told that data collection is merely a technical detail—simply the price we pay for smoother movement.

What disappears in this framing is the political nature of the infrastructure itself. Convenience becomes a justification for permanence, expansion, and interoperability. Once built, these systems do not easily retreat. They become the backbone through which mobility, access, and belonging are governed.

In this sense, convenience is not just a user experience feature. It is a powerful mechanism through which data infrastructures grow, stabilize, and legitimate themselves. In other words, CONVENIENCE IS A TECHNOLOGY OF POWER. 

[SLIDE 5] Thus I ask: When convenience becomes the language of governance, what happens to consent and contestation?

-----








[SLIDE 6] Vignette 3. La Buona Scuola:  When an Algorithm Becomes the Employer

My third example comes from the education sector, and from a reform explicitly designed to improve stability and fairness. It concerns the hiring of civil servants in Italy, and was animated by good intentions.

In 2015, the Italian government introduced a major school reform known as La Buona Scuola. One of its central promises was to reduce precarity by permanently hiring around 100,000 teachers. To manage this unprecedented recruitment effort, the Ministry of Education relied on an algorithmic system to allocate teachers to schools and regions across the country. The move was intended to stabilize employment, improve fairness, and modernize bureaucracy—three problems Italy has historically faced. All good news, then?

On paper, the system was straightforward. It processed teachers’ stated preferences, seniority scores, and qualifications, and produced assignments accordingly. In practice, the results were deeply disruptive. Thousands of teachers were assigned to schools far from the regions they had indicated, sometimes hundreds of kilometres away, and in some cases to regions they had not listed at all.

What followed was described as a real exodus of teachers from Southern to Northern Italy. Many affected teachers reported that colleagues with lower scores and less experience were assigned more favourable positions, while they themselves were moved into part-time or less secure roles. The process was opaque: teachers could not see how scores were calculated, how preferences were weighted, or how final decisions were made.

When errors became visible, responsibility became diffuse. The algorithm was blamed… by teachers, by school offices, and even by the Ministry itself. Appeals and court cases followed. In 2019, administrative courts ruled that leaving such decisions to an automated system without meaningful human oversight constituted a serious administrative failure, conflicting with constitutional principles and fundamental rights.

By then, however, the damage was already done. Careers had been altered, families displaced, and trust in the recruitment system deeply eroded. What was meant to stabilise the teaching profession instead revealed how a data-driven infrastructure could quietly become one of the most powerful actors in people’s working lives… without a clear decision-maker to hold accountable.

[SLIDE 7] So I wonder: when an infrastructure makes the decision, who can still be held responsible?  

AUTOMATION DID NOT REMOVE DISCRETION. IT DISPLACED IT, and became a convenient stand-in for responsibility. 

IT IS POWER WITHOUT ACCOUNTABILITY. 

[SLIDE 8] <PROBLEM STATEMENT> 

As these vignettes illustrate, governance today is increasingly exercised through data infrastructures that operate continuously, invisibly, and at scale. And are unquestionable.

This is not about “AI hype” newspapers are filled with… but about “simple”, mundane systems that quietly govern.

But once governance is exercised through data infrastructures, democratic values are no longer simply applied. They are RECONFIGURED, giving raise to at least three central tensions: 

[SLIDE 9]
	Core issue
	Democratic tension

	Governance without encounter
	Enforcement without interaction

	Convenience as regulatory value
	Expansion without contestation

	Infrastructure as decision-maker
	Power without accountability



[bookmark: OLE_LINK1]What makes these tensions so difficult to address is that [SLIDE 10]
we do not yet have a shared language to describe this mode of governance. 

We talk a great deal about AI, platforms, and algorithms. But these terms often draw our attention to discrete technologies, rather than to the infrastructures through which governance is actually organized. 

[SLIDE 11] <QUESTIONS>
This conceptual gap motivated the questions I want to address in this lecture: 
· What kind of state emerges when governance is mediated by data infrastructures?
· Where is political power reside in such a state?

Let me offer a brief spoiler: what is at stake here is not a technical shift, but a reconfiguration of political power. 

[SLIDE 12]

By this, I do not mean that technology replaces politics, or that algorithms govern in isolation. I mean that the sites, mechanisms, and modalities through which power is exercised are changing. Power increasingly shifts 
· from visible decisions to infrastructural arrangements
· from discrete acts of governance to continuous processes of data collection, processing, and circulation
· from clearly accountable institutions to distributed systems of control
· and, crucially, from the state alone to complex constellations of public and private actors, including industry. 

To make sense of this transformation, I approach data-driven governance not by starting with individual technologies or applications, but by focusing on data infrastructures. From this perspective, I lay the conceptual foundation for a broader inquiry into citizenship, sovereignty, and inequality in the data-driven state—which I will pursue in the coming lectures, if you are patient enough to come back.

<DEFINITION DATA INFRA>
As I mentioned, my entry point to this transformation is the concept of regulatory data infrastructure. 

Why infrastructure? Because what I am referring to are not isolated techologies, but complex, interconnected systems: combination of remote devices, sensors, apps, cameras, databases, standards, and organizational routines. These systems generate, process, and analyse data continuously, often in real-time, and they do so at scale. 

[SLIDE 13]  

But why regulatory? What makes these infrastructure regulatory is not simply that they produce data, but what that data is used for. The data generated by these systems is used to guide decision-making, to monitor behaviour, and to determine access to resources, services, and rights.

In exercising regulatory power in this way, data infrastructures become both agents and artefacts of governance. They do not merely support public administration; they increasingly perform functions that once belonged almost exclusively to governmental agencies and public administrations. 

In this sense, regulatory data infrastructures constitute the scaffolding of the data-driven state: they do not always determine outcomes directly, but they structure what can be done, by whom, and under what conditions.

An infrastructural lens is valuable because it allows us to see how power is exercised not only through decisions and actors, but through the durable arrangements that make certain forms of governance possible and others difficult or impossible—and the related design decisions and technical norms such as standards.

At the same time, not all data-generating systems are regulatory data infrastructure. Social media platforms, for instance, are not regulatory as such, since they primarily intervene in the private realm. However, they can become regulatory when their infratructures are mobilized for governing purposes. 

Consider identity verification. In some municipalities, access to public Wi-Fi networks has been gated behind so-called social login providers such as Facebook or Google. Users must authenticate themselves through a Facebook or Google account in order to connect. This is not a formal legal identity system. Ye it is a private identity verification infrastructure being used to control access to a public service. 

What matters here is not whether Facebook or Google issue legal identity. What matters is that the state relies on a private platforms’ identity infrastruture to perform a regulatory function—deciding who counts as a legitimate user, who is credible, and who is entitled to access a public resource. While, of course, monitoring who accesses the Wi-Fi network. 

<DEFINITION GOV BY>
What, then, do I mean by governance by data infrastructure, and how does this perspective differ from more familiar accounts of digital or algorithmic governance?

[SLIDE 14]  
I use the term to describe a form of governance characterised by the growing penetration of data infrastructures, often developed and operated by private actors, into the core functions of the state, including areas such as welfare provision. 

This is not simply a shift in the tools the state uses. It is a transformation in how governance is organised and by whom. And it reshapes democracy in fundamental ways: reconfiguring citizenship, unsettling sovereignty, and intensifying existing inequalities.

<GOV WITH VS BY>

This brings me to a distinction that is central to this lecture: the difference between governing with digital technologies and governing by data infrastructure.

[SLIDE 15]  Let me highlight three differences that matter.

[from tool >> to conditions] Much of the literature on digital or algorithmic governance focuses on tools: algorithms used in decision-making, automated systems, or AI applications. A governance-by-infrastructure perspective shifts the focus from tools to conditions: the underlying systems that make certain forms of governance possible in the first place.

In other words: algorithms are inside infrastructures; infrastructures shape what algorithms can do.

[from applications >> to systems]
Algorithmic governance is often analysed through discrete moments: a decision made, a score produced, an output generated. Governance by data infrastructure draws attention instead to continuous processes, that is to say ongoing data collection, monitoring, updating, and adjustment that operate before, during, and after any single decision.

In other words: power is exercised over time, not just at decision points.

[from ethics >> to power]
Finally, debates on digital or algorithmic governance often centre on ethics: bias, fairness, transparency, explainability. Don’t get me wrong: these are crucial concerns. But an infrastructural perspective asks a different question: how political power is organised, distributed, and stabilised over time and via negotiations, through data systems, standards, and institutional arrangements.

In other words: yhis is not just about better algorithms, but about who governs and how.

In short, governance by data infrastructure is not (ONLY) about governing with technology, but about how governance itself is increasingly organised through data infrastructures.

In sum, this perspective broadens the analytical lens beyond individual technologies to the infrastructural conditions that organise governance.

-----

<DATA-DRIVEN STATE> If governance is increasingly organised through data infrastructures, the next question is where power resides in the data-driven state—and how it is redistributed across governments, corporations, and people.

When we speak of the data-driven state, it is important to begin by saying what it is not. The state has not disappeared, nor has it been replaced by technology or by markets. Public authority still matters, and governments remain central actors in contemporary governance.

What has changed is how the state governs, and with whom. 
[SLIDE 16]
The data-driven state no longer governs alone. Its capacity to act increasingly depends on a dense web of data infrastructures that extend beyond the boundaries of public administration.

In this context, state capacity is no longer only legal or bureaucratic. It is increasingly infrastructural. Governing today requires access to data systems, technical expertise, software maintenance, standards, and interoperable platforms… many of which are developed, operated, or maintained by external actors.

[SLIDE 17] This means that public authority is exercised through arrangements the state does not fully own or directly control. Decisions about how data is collected, how systems interoperate, or how updates are rolled out become politically consequential, even when they appear technical.

The result is a state whose power is real, but differently organised: exercised less through direct intervention, and more through the configuration, design, and oversight of infrastructures that shape how governance is carried out in practice.

This raises a key question: Who are the actors in this configuration, and how are they roles changing?

<GOVERNMENTS>
If the data-driven state no longer governs alone, this has important implications for the role of governments themselves.

Traditionally, we tend to think of governments as decision-makers: actors that set rules, apply them, and can be held accountable for the outcomes. In the data-driven state, that role is changing. [SLIDE 18]

Governments increasingly act less as direct decision-makers and more as system stewards.

The first shift is from direct control to orchestration. Rather than exercising authority case by case, governments govern by configuring systems — through procurement processes, regulatory frameworks, and coordination across public and private actors. Decisions are embedded upstream, in how systems are designed, contracted, and connected.

This is exactly what we saw in the ANPR case: once enforcement is built into infrastructure, the key political decisions move upstream, into system design and configuration.

The second shift is from authority to dependence. Governing through data infrastructures requires technical expertise, ongoing maintenance, software updates, and interoperability. Much of this capacity lies outside the state, with vendors, consultants, and technology providers. As a result, governments increasingly depend on external actors to keep core governing functions operational.

The third shift concerns accountability. As responsibilities are distributed across systems and organisations, accountability becomes fragmented. When something goes wrong, it is often unclear where responsibility lies. Blame does not travel easily through complex infrastructures — and this makes political oversight and democratic control more difficult.

Taken together, these shifts point to a fundamental transformation in how public authority is exercised. Governments increasingly govern by configuring systems rather than by deciding individual cases. 


<CORPORATIONS>
The changing role of governments cannot be understood without also looking at the changing role of corporations.

In the data-driven state, corporations are no longer merely contractors that deliver discrete services to public authorities. [SLIDE 19]
They increasingly function as infrastructural governors: actors that design, maintain, and stabilise the systems through which governance is carried out. They store the data, and make sense of the data. 

This does not require malicious intent or overt political influence. The power at stake here is structural, not conspiratorial (caveat: Palantir). Corporations shape governance by designing systems, defining technical standards, and setting defaults that determine how data is collected, processed, and used. This is the case with digital identity systems, which are typically provided by private contractors: corporate systems quietly become part of state capacity.

Their influence is largely upstream. It is exercised at the stage of system design, long before individual decisions are made. It is also durable. Once infrastructures are in place, they create forms of lock-in that are difficult and costly to reverse. And it is often invisible, operating through technical choices that appear neutral or purely functional.
As a result, corporate power in the data-driven state lies less in making decisions themselves than in shaping the conditions under which decisions are made … including what can be decided, how quickly, and according to which criteria.

This does not mean that corporations replace the state. But it does mean that governing through data infrastructures redistributes power in ways that are subtle, persistent, and not always easily subject to democratic oversight.

<PEOPLE>
These shifts in state capacity and corporate influence also transform how people relate to governance.

In the data-driven state, people increasingly appear not primarily as citizens engaging with institutions, but [SLIDE 20]
as data subjects and system users interacting with interfaces and infrastructures.

The first transformation concerns visibility. To be governed today often means to be legible to data systems. Being identifiable, traceable, and classifiable becomes a condition of access to services, rights, and opportunities. In many cases, if you are not properly captured by the system, you simply do not exist for it.

The second transformation concerns participation. Interaction with public authority is increasingly channelled through platforms, portals, and automated procedures. Participation is reduced to compliance with predefined options or to correct system use, rather than engagement with representatives or deliberative processes.

The third transformation concerns contestability and redress. Decisions embedded in infrastructures are harder to challenge than individual administrative acts. When outcomes are produced by systems rather than by identifiable officials, avenues for appeal, explanation, and redress become more limited and opaque. For the teachers affected by La Buona Scuola, this meant encountering the state not through an employer or an institution, but through an opaque system they could neither question nor negotiate.

Taken together, these shifts alter how people experience the state. People increasingly encounter public authority through interfaces and infrastructures, rather than through representatives or institutions. Remember the governance without encounter of the opening vignette? 

In sum, what emerges is a new architecture of power: one that is distributed across public and private actors, stabilised through infrastructures, and experienced by people as conditions rather than decisions.

-----
Moving towards the conclusion of our time together, I note how this new architecture of power crystallises around three democratic tensions that recur across the cases we have seen: enforcement without interaction, expansion without contestation, and power without accountability.

To be sure, there is much more to be said about the impact of these developments on democracies, but I have three more lectures to take this home. Today, I want to focus on what the three vignettes have exposed. 

These tensions are not accidental side effects. They are structural features of governance by data infrastructure. Each captures a way in which democratic principles are strained when governance is reorganised through systems that operate continuously, at scale, and often beyond direct human encounter.

TENSION 1: Enforcement without interaction
Let’s look at what I called enforcement without interaction.
Democratic governance has traditionally relied on forms of interaction: encounters between citizens and officials, moments of discretion, opportunities for explanation or warning. These interactions are not just procedural; rather, they are sites where authority is made visible and contestable.

When enforcement is embedded in data infrastructures, these encounters disappear. Rules are applied automatically, retroactively, and impersonally. Compliance is monitored continuously, and sanctions are triggered without dialogue.

This does not necessarily make governance harsher. In many cases, it makes it more efficient and consistent. But it also removes key moments where democratic accountability can be enacted: the moments where power can be questioned, negotiated, or resisted.

[SLIDE 21]
The democratic tension here is clear: as enforcement becomes more seamless, it also becomes less relational and less contestable.

TENSION 2: Expansion without contestation
The second tension concerns expansion without contestation.
Data infrastructures often expand not through explicit political decisions, but through promises of convenience, efficiency, and integration. Once systems are in place, they tend to grow: new datasets are linked, new functions are added, and new domains are brought under infrastructural control. Infrastructures get quickly normalized. 

This expansion is rarely debated in democratic terms. It is framed as technical optimisation rather than political choice. Participation is redefined as correct system use, and consent is assumed through routine interaction.

[SLIDE 22]
As a result, governance by data infrastructure expands quietly, incrementally, and often irreversibly… without the moments of public debate or collective decision-making that democratic theory assumes.

The democratic risk here is not coercion, but normalisation: expansion that proceeds without contestation because it is embedded in infrastructure rather than articulated as policy.

TENSION 3: Power without accountability
Finally, power without accountability.

Democratic accountability depends on the ability to attribute decisions to identifiable actors. Governance by data infrastructure complicates this. Decisions emerge from systems that combine legal rules, technical design, organisational routines, and private actors... (but also governance by contract).

If governance by data infrastructure is reshaping how power is exercised, then the task ahead is not to reject these systems, but to make their political nature visible, contestable, and democratically accountable.

[SLIDE 23]
When outcomes are produced by infrastructures, responsibility becomes diffuse. Governments point to vendors, vendors point to specifications, and systems are treated as neutral executors of policy.

This does not mean that accountability disappears. But it becomes harder to locate, harder to enforce, and harder to translate into democratic remedies.

The result is a form of governance that is highly consequential, yet often weakly accountable; not because of secrecy, but because responsibility is distributed across complex, hard to navigate socio-technical systems.

----
Taken together, these three tensions show [SLIDE 24] how governance by data infrastructure reshapes democracy not by suspending its principles, but by reconfiguring the conditions under which enforcement, participation, and accountability take place.

The challenge, then, is not whether data infrastructures should govern—they already do!— but how democratic values can be reasserted within this infrastructural form of power.

[PAUSE!!!]


<CLOSING> I hope this lecture has offered a language for thinking about these transformations, and a starting point for the broader conversations on citizenship, sovereignty, and inequality that this chair will continue to explore.

The ideas I have discussed today are part of an ongoing line of thinking, and are intended as a starting point for a collective research agenda that will be developed in dialogue with collaborators and colleagues, and in particular [SLIDE 25] the DATAGOV research team, with whom I now have the privilege to work thanks to funding from the European Research Council.

Let me conclude by thanking again Universiteit Hasselt for hosting me, Professor Jo Pierson and colleagues for their generosity and engagement, and the Francqui Foundation for supporting the kind of intellectual exchange that makes conversations like this possible.

Thank you for your attention.
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